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EFFICIENCY RESEARCH OF THE THREE-LEVEL MODEL OF SMALL-SERIES PRODUCTION
PLANNING

We consider the problem of finding an order portfolio that maximizes the total profit according to one of five optimization criteria and should fit the
beginning date of the planned period and the due dates specified by the customers. Also, we need to build for this order portfolio a feasible (not vio-
lating the due dates) operational plan of jobs processing that would correspond to the minimum possible processing time of the entire order portfolio.
We show that the problem in this formulation is a multi-stage scheduling problem. We describe previously developed methodology for the problem
solving: the three-level model of production planning. We substantiate the possibility of applying the methodology for any type of small-series pro-
duction according to one of the five criteria of optimality. We show that independently of the production type considered, whatever is the original
production technology, and no matter how the multi-stage scheduling problem is implemented, we reduce the planning problem solving for any of the
five optimality criteria to obtaining a feasible solution of the multi-stage scheduling problem for the criterion of maximizing the start time of the earli-
est job. We show that the efficiency of the multi-stage scheduling problem solving depends on the efficiency of solving the first level of the three-level
model. Therefore, we statistically investigate and prove the efficiency of solving the problem of minimizing the total weighted completion time of jobs
with precedence relations on a single machine. We show the efficiency of PSC-algorithm for the problem solving for the case when the weights of
only terminal vertices of the precedence graph are non-zero. We have shown that the approximation algorithm for this problem solving allows to solve
real practical large size problems (we checked dimensions of up to 10,000 jobs). The solutions obtained by the approximation algorithm coincided
with those obtained by the exact PSC-algorithm in 99.97 % cases.
Keywords: production planning, PSC-algorithm, exact algorithm, approximation algorithm, combinatorial optimization, scheduling

T. M. IHCELIbKHH

JOCJII)KEHHSA EOEKTUBHOCTI TPUPIBHEBOI MOJIEJII INIAHYBAHHS IPIBHOCEPIMHOI' O
BUPOBHUIITBA

Posrisinaerses 3aaya 3HaXODKEHHS TOpTdeNs 3aMOBIICHb, KW MaKCHMi3ye CyMapHUH NPUOYTOK 3a OXHMM 3 IT’TH KPHUTEpIiiB onTHUMIi3alii Ta mpu
SIKOMY JOTPHMAHO [10YaTOK IJTAHOBOTO MEpiofy i AMPEKTHBHI CTPOKH, 3aJaHi 3aMOBHUKaMHU. Takox MOTPiOHO MOOYyAyBaTH Ul LbOro mopTdens 3a-
MOBIICHb JOITyCTUMUH (IO HEe MOPYLIy€e JUPEKTHBHUX CTPOKIB) IIOONEPAIliiHUIT I/IaH BUKOHAHHS POOiT, IKOMY BiAIIOBi1aB OM MiHIMaIbHO MOXKIIMBUI
Jac BUKOHAHHA BChOTo noptdens 3amonnens. [TokasaHo, 1110 3a/ja4a B Takiif I0CTaHOBLI € 6araToeTanHo 3a1a4yeto KaJeHIapHoro mianyBaHHs. Onu-
CyeThesl paHile po3pobiaeHa METOI0JIOrIsT PO3B’I3aHHs 3aa4i — TPUPIBHEBA MOJEINb [UIAHYBaHHs BUPOOHULTBA. OOIPYHTOBYETHCS MOXKIHBICTD 3a-
CTOCYBaHHS METOJOJIOTT iy1st Oyb-AKOTO BUIY ApiOHOCEPifHOro BUPOOHHIITBA 32 OJTHHM 3 JJAHUX I’SITH KPUTEPiiB onTuManeHOCTI. ITokazano, mo s
OyIb-AKOTO BUTy BUPOOHHIITBA, PH OyIb-sIKiil BUXi/HIil TeXHOJIOTii BUKOHAHHSA BUPOOIB i mpy Oyab-sKiil peanisallii 6araToetamHoi 3aaui KajaeHaap-
HOTO IUIaHyBaHHS, PO3B’SI3aHHA 3aladi IUIaHYBaHHS 3a OJHMM 3 I[HX II'SITM KPUTEPIiiB ONTHMAIbHOCTI 3BOJAMUTHCS IO OTPUMAHHS HPHIYCTHMOTO
Po3B’A3Ky GaraToeTanHol 3a/1a4i KaJIeHIapHOTO IUIAHYBaHHS 32 KPHTEpieM MaKCHMi3allil MOMEHTY 3aIycKy HaiOinbI panHboi poboTn. Tlokaszano, mo
eeKTHBHICTh PO3B’s3aHHs OGaraToeTanHoi 3a1adi KaJCHIAPHOTO IIAaHYBAHHS 3aJICKUTh BiJl €EKTUBHOCTI PO3B’SI3aHHS MEPIIOTO PiBHS TPHPIBHEBOT
Mozeni. ToMy, CTaTUCTUYHO AOCIIJDKYETbCS 1 OOTPYHTOBYEThCS €(EKTUBHICTH PO3B’SI3aHHS 3a/ayi MiHiMi3alii CyMapHOTO 3BaKEHOTO MOMEHTY
3aKiHYeHHS BUKOHAHHS POOIT 3 BIJHOCHHAMH IIepeIyBaHHs Ha omHoMy npmiani. [Toxazana edexrusHicts I1JIC-anroputMy po3B’si3aHHS 3aadi JUIst
BHIIAJIKY, KOJM Bard BCiX BEpIIMH rpada mepeayBaHHs, KpiM KiHI[CBHX, JOPIBHIOIOTH Hym0. [Toka3aHo, 1110 HAaOJIKEHHIT alrOPUTM PO3B’A3aHHS i€l
3aJa4i J03BOJIsi€ pO3B’SI3yBaTH pealbHi MPaKTHYHI 3a/1a4i BeJIMKOI po3mipHOCTi (nmepesipsincs po3mipHocti 10 10,000 pobit). Po3B’a3ku, orpumani
HaOJIMKECHNAM alroOpUTMOM, 30irtucs 3 orpuMannmu TouauM [1/IC-anropurmom B 99.97 % Bumaxkis.

Kurodosi cioBa: mianyBanHs BUpoOHUITBa, [1/[C-anroput™, TOUHMI anropuT™, HAOMIKEHUH aNropuT™, KOMOIHATOpPHA ONTHMI3allis, CKJia-
JTaHHS PO3KJIaIiB

T. H. JHCELIKHH

UCCJIEJOBAHUE Y®O®EKTUBHOCTHU TPEXYPOBHEBOM MO/IEJIU IIJTAHUPOBAHUS
MEJKOCEPHUIHOI'O ITPOU3BOICTBA

PaccmatpuBaetcs 3a1aua HaX0XKIeHHs MOPT(eN 3aKa30B, MAKCUMU3HPYIOIIETO CyMMapHyI0 IPHOBLIb 0 OXHOMY U3 ISATH KPUTEPHUEB ONTUMU3ALUH,
IIPH KOTOPOM COOIIOAEHO HAavalo MIIaHOBOTO IePHO/ia U TUPEKTUBHEIC CPOKH, 3a/laHHbIC 3aKa3uiKaMy. Takxke TpeOyeTcst HOCTPOUTH JUIS 9TOrO HOPT-
(e 3aKa30B JOMYCTUMBIN (He HAapyLIAIOMINK TUPEKTHBHBIX CPOKOB) MOOIEPALIMOHHBII IIJIaH BBINOJIHEHHS paboT, KOTOPOMY COOTBETCTBYET MHHH-
MaJbHO BO3MOXKHOE BpeMs BBINOJIHEHHs Bcero nopTdens 3aka3on. [loka3aHo, uTo 3a[aya B TaKOW MOCTAHOBKE SIBIAETCS MHOTOATAaNlHON 3ajaueil Ka-
JICHIAPHOTO IUTaHUpoBaHus. ONUCEIBaeTCs paHee pa3padoTaHHAash METOJOJIOTUS PEICHHS 3aJa9l — TPEXyPOBHEBAsI MOJIENb INIAHUPOBAHUS IIPOH3BOI-
crBa. OGOCHOBBIBACTCSI BO3MOXKHOCTh NMPUMEHEHHUSI METOAOJIOTHU JUIsl JIFOOOT0 BHA MEIKOCEPHIHOIO NMPOU3BOACTBA IO JIIOOOMY M3 JaHHBIX IATH
KPUTEpHEB ONTUMAaIbHOCTH. [IoKa3aHo, 4To [UIs JIF0OOTO BHUJIA TPOU3BOJICTBA, PH JIOOOH HCXOMHOM TEXHOIIOTMH BBIOJIHEHUS M3EIUI U IPH JIH000H
peay3aliy MHOTOITAITHON 3a/1aull KaICHIAapHOrO IUIAHHPOBAHMS, PEIICHUEe 3a/1aull IUIAHUPOBAHMS 0 JII0OOMY H3 IIITH 3THX KPHTEPHEB ONTHMAIIb-
HOCTH CBOJHMTCS K MOJNYYCHUIO JOMYCTHMOIO PELICHUs] MHOTOITAITHOM 3a1auy KaJeHIAPHOTO IUIAHUPOBAHUS M0 KPUTEPHIO MAKCHMH3ALMH MOMEHTa
3amycka camMoil paHHel pa6oTel. IlokazaHo, 4To 3((eKTHBHOCTH pelIeHHs MHOTOITallHONW 3aJayd KaJeHAApHOTO IUIAHWPOBAHUS 3aBHCHT OT
9 (EeKTUBHOCTH pEIICHUs] NEepBOr0 YPOBHS TPeXypoBHeBoU Mozxenu. I109ToMy, CTaTHCTHYECKH HCCIeqyeTcs M 0OOCHOBBIBaeTcs d((PEKTHBHOCTD
pelLICHUs 3aa9l MHHHMH3AlMH CyMMapHOTO B3BEIICHHONO MOMEHTa OKOHYAHHS BBIIOJHEHHS! PaOOT C OTHOLICHHUSIMHU HPELICCTBOBAHHS HA OJHOM
npudope. Ilokasana spdexrusnocts [1JC-anroputma pemeHus 3agayu IJIs Cilydas, KOTJla Beca BCeX BEpIUMH rpada NMpeauniecTBOBaHUS, KPoMe
KOHEYHBIX, PaBHBI HyIo. II0ka3aHO, 4TO NPHONIIKEHHBIH aJTOPUTM PELICHHs] ITON 3ajadd MO3BOJISIET pellaTh pealibHble NPAKTHYECKHE 3aJadu
Oosbiiol  pa3mepHocTH (mpoBepsuiuch pazmepHoctd a0 10,000 paGor). Pemenus, mnonydeHHble NPUOIMKEHHBIM ajJrOPUTMOM, COBIAJM C
nonydeHHbIME TouHbIM [1JIC-anroputmom B 99.97 % cimydaes.

KuroueBble c10Ba: IIaHUpOBaHKUE NMPOU3BOACTBA, [1J[C-aropuT™, TOYHBIH aITOPUTM, IIPUOIMKEHHBIH aITOPHTM, KOMOHHATOPHAST ONTHMH-
3a1Ms, COCTAaBJIEHUE PACIIMCAHHI

Introduction. Production planning in the current that requires consideration of a real technological process’
conditions of tough market competition is a complex task ~ complexity, on the one hand, and the implementation of
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sophisticated optimization algorithms, on the other hand.
Due to the task’s complexity, problems of production plan
optimization occupy the minds of scientists for about 70
years. Economic and production criteria which became
important relate to [1]: profit maximization, costs minimi-
zation, orders fulfillment just in time, energy resources
saving through the efficient equipment usage, the maxi-
mum shortening in the production cycle of products.

According to the principle of hierarchical planning
[2-6] which represents a philosophy to address complex
problems for a wide variety of systems, authors of [7-9]
have proposed a three-level planning model for small-se-
ries productions. It was aimed to solve the problem of
building a coordinated schedule of jobs processing by a
set of enterprise resources. The functional diagram of the
model is presented in [8]. Also, they develop a system of
interrelated models and methods which allow to take into
account the complexity of a modern production and to
obtain close to optimal solutions to the planning problem,
due to the global optimum search strategy. The first level
of the model is based on solving the problem of the total
weighted completion time of tasks minimization (TWCT)
for the case when only terminal vertices of the precedence
relations graph have a non-zero weight coefficient
(TWCTZ problem). The TWCTZ problem solution deter-
mines the tasks priorities and minimizes the time they pass
through the production cycle.

The proposed models and methods are universal in
nature and can be implemented for planning in organiza-
tional or production systems in various sectors of a na-
tional economy, in particular [1, 7], for planning of dis-
crete type production, building industry, project manage-
ment. The developed models and methods of hierarchical
planning can also be applied in computer-aided design
systems, information control systems, scientific research
automation systems, etc.

The purpose of this article is to substantiate the effi-
ciency of using the methodology developed in [7] to ob-
tain an operational plan for arbitrary objects with a net-
work representation of technological processes. We show
that the efficiency of the problem solving is determined by
the efficiency of solving TWCTZ problem. Then, we
carry out the efficiency study of its solving algorithms.

The Problem Statement. Suppose that we have an
order portfolio [7-9] which is a set of n packages of
interrelated jobs ] = (J1.J5, ... .Jn). We call a package J;,
i = 1,n, a product (under a product we may also mean the
entire series of uniform products). Customer specifies for
each product the technology of its production and the
desired optimization criterion (one of the five basic crite-
ria listed below), as well as the beginning date for the
planning period. Also, the customer sets the due dates d;
for all products in accordance with their optimization cri-
teria, except for the case of optimization according to the
first basic criterion. On each subset J;, a partial order is
given by an oriented acyclic graph. The partial ordering is
obviously determined by the technology of processing the
job packages. Each job can begin only after completion of
its predecessors. The vertices of the graph correspond to
the jobs, the edges indicate the precedence relations. The

terminal vertices correspond to the completion of the
products processing. For each vertex j of the graph, we
know the deterministic processing time [; (an integrated
value indicating the allocated resources: material, human,
production, etc.; the critical path of each product deter-
mines its processing time). Also, we are given a weight w;
for each job i € I where I is the set of terminal vertices
identified with a set of products. The value of weight is
determined by the potential complexity and importance of
those jobs, without which, in general, the product cannot
be released. Also, an ambiguity of the jobs related to the
need of obtaining a new scientific solution may affect the
weight’s value. Jobs are processed by a limited set of
resources divided into separate, sufficiently autonomous
units: multi-resources. A multi-resource is a stable group
of shared resources, for example, a brigade, a group of
equipment of the same type, single-profile subdivision.
Multi-resources can be physically located in the same or
in different organizations. In the general case, a multi-re-
source may include equipment of different types. This is
determined by the production need or if it allows more
efficient fulfillment of the specified orders.

We need:

e to find an order portfolio that maximizes the total
profit according to the chosen optimization criterion; it
should fit the beginning date of the planned period and the
due dates specified by the customers;

e to build for this order portfolio a feasible (not
violating the due dates) operational plan of the jobs pack-
ages processing on multi-resources; it should maximize
the start time of the earliest job, i.e. the time correspond-
ing to the minimum possible processing time of the entire
order portfolio.

The five basic optimization criteria are the enter-
prise’s total profit maximization for the following five
cases:

1) in the absence of product’s due dates. It is shown
in [7, 10] that the criterion in this case is equivalent to the
total weighted completion time of products minimization
criterion with a partial order given on the set of jobs of
each product (the TWCT problem);

2) subject to the condition: each product i € I has a
due date d; that must not be violated (just in time
planning).

3) subject to the conditions: each product i € I has a
due date d;; the total weighted tardiness of tasks in regard
to their due dates must be minimized.

4) subject to the conditions: each product i € I has a
due date d; and a given absolute value of profit w; for its
processing. The profit does not depend on the completion
time of the task if it is not tardy in regard to its due date.
Otherwise, the planning system’s profit for this task is
Zero;

5) subject to the conditions: all products have due
dates d;. We need to minimize the total cost (penalty for
the planning system) both for earliness and tardiness in
regard to the due dates.

The Problem Solving Methodology. The problem
in this formulation is a multi-stage scheduling problem
(MSSP). Experts together with specialists in applied
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mathematics should present the initial technological proc-
ess in the form of an MSSP adequate to the actual produc-
tion process. Examples of such presentation of MSSP are
given in [10, 11].

The optimization problem in this formulation cannot
be solved efficiently. We cannot obtain exact solutions of
MSSP because of its practical complexity. Approximate
solutions basically converge to a step-by-step optimization
which does not take into account the possibility of
searching for a global optimum by a given criterion.
Therefore, an hierarchical approach to the planning prob-
lem was proposed in [7-9] containing the following three
levels.

Level 1: preliminary (predictive) planning. This
level includes:

a) building a model of technological aggregation to
reduce the problem’s dimension. This is the aggregation
of the original precedence graph to the level of multi-re-
sources (stable groups of resources working together) and
aggregated jobs construction (combining related opera-
tions of the same product executed on the same multi-re-
source). The processing time of an aggregated job is de-
termined by its critical path in this multi-resource;

b) building a model of design aggregation. This is
the graph of critical paths of the products processing with
common vertices. In the graphs where each vertex has a
processing time, the critical path is the route of the maxi-
mum total length. Procedures for finding a critical path in
the graph are discussed in detail in [8]. A graph of critical
paths constructed by such rules has a smaller size, since it
includes only vertices on critical paths. Thus, we aggre-
gate the model to a “single machine” representation. Some
aggregated jobs may process on multi-resources that re-
quire a setup (preparatory work) to process jobs with dif-
ferent characteristics. We combine such jobs, according to
certain rules, into common aggregated job if such jobs do
not require the setup of the multi-resource when changing
one job to another. We indicate this on the precedence
graph by common vertices. In this case, the setup is re-
quired only at the beginning of the schedule and each time
when the multi-resource switches from processing “com-
mon vertex” jobs to other aggregated jobs;

¢) TWCTZ problem solving [7]. This problem serves
to determine the priorities of the products and the
processing order of the aggregated jobs. This, in turn, is
the basic information for solving problems on the second
and third levels of the model. It was shown in [7] that we
can approximate any of the five basic criteria by a
TWCTZ problem with corresponding weighting coeffici-
ents. The algorithm is described in [7], its modification in
[10]. As a result, we obtain a priority-ordered sequence of
aggregated jobs with a breakdown to maximum priority
subsequences (MPSS).

Level 2: coordinated planning. It includes:

a) preliminary distribution of the aggregated jobs of
the constructed graph of critical paths. We break down the
common vertices to clarify the information about their
combining at the distribution stage. To implement the co-
ordinated planning, we have developed the following dis-
tribution algorithms [7, 10]:

e compact schedules construction (algorithm 1).
We distribute the products from the beginning of the plan-
ning period and minimize their completion times by this
algorithm;

e nondelay schedules construction (algorithm 2).
We distribute the products from their due dates set by the
customers;

o construction of schedules that ensure highest pri-
ority products processing in the specified due dates (algo-
rithm 3);

b) redefining the set of common vertices according
to the actual distribution information. If the set of com-
mon vertices has changed, then we rebuild the model and
construct a new sequence of aggregated jobs (re-solve the
TWCTZ problem). To do this, we again perform the pro-
cedures starting with the building the graph of the critical
paths of products. To build the graph, we use the set of
common vertices obtained during aggregated jobs distri-
bution;

c) complementing the priority ordered sequence ob-
tained as a solution of the TWCTZ problem with aggre-
gated jobs which lie outside of products’ critical paths.
We assign corresponding MPSS numbers to the added
jobs;

d) distribution of the obtained schedule among multi-
resources with binding to the planned period. We do it
using one of the above distribution algorithms, with such
exceptions:

e we perform the algorithm on a initial precedence
graph of the aggregated jobs;

e we partition the aggregated jobs into batches (the
number of iterations is equal to the number of batches, we
perform the iterations for batches instead of one iteration
for aggregated jobs with full processing time);

e) as a result of multiple performing of actions de-
scribed above, we generate a whole series of possible fea-
sible plans that differ in a specific type of criterion, due
dates, weight coefficients, manufacturing technology. Ex-
perts evaluate obtained plans (alternatives) in different
contexts and choose the best plan to pass it to the third
level of the model. The modified Analytic Hierarchy
Process can be used to evaluate the plans [12]. Its use al-
lows to make a reasonable choice of production plan from
the set of feasible ones under conditions of uncertainty.

If we could not obtain a plan satisfying the specified
requirements, the informational model of the first level is
subject to adjustment. We can exclude or add new prod-
ucts, purchase new equipment, change the production
technology, etc.

Thus, after performing the first two levels of the
planning model, we obtain:
the optimal portfolio of orders as the experts exclude from
the execution some products or their parts that violate the
customer’s due dates (they do the exclusion if purchasing
an additional equipment or delay products is undesirable);
the coordinated plan of the aggregated jobs processing in
multi-resources approved for implementation by the
experts;
the due dates in the MSSP are determined by the
completion times of the products in the approved plan.

Level 3: exact (operational) planning, includes [10]:
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a) disaggregation of multi-resources and aggregated
jobs to the level of the initial technological model;

b) the most compact operational plan is an arbitrary
feasible (not violating the due dates we got at the second
level of the model) solution of the MSSP by the criterion
of maximizing the start time of the earliest job. An exam-
ple of methodology to solve an MSSP is given in [10].

Thus, after performing the first two levels of the
three-level model — independently of the production type
considered, whatever is the original production technol-
ogy, and no matter how the MSSP is implemented — we
reduce the planning problem solving for any of the five
above optimality criteria to obtaining a feasible MSSP
solution for the criterion of maximizing the start time of
the earliest job. For different optimality criteria, only the
due dates in MSSP vary. The due dates are determined by
the coordinated planning algorithm at the second level of
the model. And they, in turn, depend on the priority-or-
dered sequence of aggregated jobs obtained as a solution
of the TWCTZ problem.

Thus, the efficiency of the MSSP solution depends
on the efficiency of the TWCTZ problem solution. Now
we justify the efficiency of the three-level model for plan-
ning of arbitrary objects with a network representation of
the technological process with optimization according to
any of the above five criteria.

Efficiency research of TWCTZ problem solving
algorithms. The TWCTZ Problem Statement [10]. A par-
tial order on the set of tasks J = (j1,j,, .- »jn) 1S given by
an oriented acyclic graph G. We know a processing time [;
for each task j of the graph G. Each terminal vertex
(without successors) of the graph has a weight w;. Other
vertices have zero weight. We need to find a sequence of
tasks that minimizes the functional: ¥ w;C; — min where
N, is the completion time of a task j. Here, the tasks mean
aggregated jobs. G is the graph constructed on the
products’ critical paths. The common vertices in the graph
indicate common aggregated jobs for different products.

Exact algorithm for TWCT problem solving is given
in [13], polynomial approximation algorithm for TWCTZ
problem solving see [7].

To study the efficiency of TWCTZ problem solving
algorithms, we have developed two generators of bench-
mark instances. The first one generated arbitrary prece-
dence  graphs  with a given  completeness
g=e/(n(n—1)/2) x 100% where e is the number of
arcs in the graph and n is the number of vertices. We
generated the graphs taking into account the required
percentage k of the number of terminal (weighted)
vertices. The second generator determined the weights of
the terminal vertices and the processing times of all jobs.
The parameters were set in such ranges:

n = [500,750,1000,3000,5000,10000];
g =1[2,5,7,10,15,25,50,75,90,95];

k = [5,10,20,30,40,50];

w; € [0,10] (uniform distribution);

l; € [0,100] (uniform distribution).

We generated 20 instances for each dimension and
parameters g and k. All 7200 generated instances were
solved both by the exact PSC-algorithm [13] and the ap-

proximation algorithm from [7] on a computer with 1 GHz
processor frequency. Then we averaged the data for all
values of the parameter k. The solving results are summa-
rized in Tables 1-4.

Table 1 — The average time to solve the problem
by exactPSC-algorithm (in seconds)

9 500 | 750 | 1000 | 3000 5000 | 10000
2 0.732 | 2.677 | 6.723 |226.110 | 1159.41 | 10654.5
5 0.518 | 1.896 | 4.760 | 160.087 | 820.863 | 7543.40
7 0.463 | 1.693 | 4.250 |142.955 | 733.018 |6736.13
10 0.387 | 1.417 | 3.558 |119.684 | 613.692 | 5639.57
15 0.294 | 1.077 | 2.703 | 90.910 |466.152 | 4283.74
25 0.201 | 0.734 | 1.844 | 62.020 | 318.018 | 2922.45
50 0.117 | 0.428 | 1.076 | 36.176 |185.497 |1704.64
75 0.076 | 0.277 | 0.694 | 23.353 |119.746 | 1100.42
90 0.081 | 0.298 | 0.747 | 25.125)128.831 |1183.91
95 0.030 | 0.110| 0.277 | 9.305| 47.712 | 438.45

Table 2 — The average time to solve the problem
by the approximation algorithm (in seconds)

g 500 | 750 [ 1000 | 3000 5000 10000
2 0.075 | 0.273 | 0.686 | 23.086 | 118.38 |1087.83
5 0.055 | 0.200 | 0.501 | 16.850 | 86.401 |793.991
7 0.050 | 0.182 | 0.456 | 15.348 | 78.699 |723.208

10 0.043 | 0.157 | 0.393 | 13.228 | 67.829 |623.316
15 0.034 | 0.125 | 0.313 | 10.528 | 53.983 |496.085
25 0.025 | 0.093 | 0.233 | 7.840 | 40.198 |369.405
50 0.018 | 0.066 | 0.165 | 5.538 | 28.394 |260.933
75 0.014 | 0.050 | 0.125 | 4.203 | 21.550 |198.037
90 0.016 | 0.058 | 0.147 | 4.929 | 25.276 |232.278
95 0.006 | 0.022 | 0.056 | 1.876 | 9.620 | 88.401

Table 3 — The percentage of approximate solutions that coincide
with the exact solution

g 500 | 750 | 1000 [ 3000 5000 | 10000
2 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
5 100.0 | 100.0 | 100.0 | 100.0 | 100.0 99.2
7 100.0 | 100.0 | 100.0 99.2 99.2 99.2
10 100.0 | 99.2 | 100.0 | 100.0 99.2 99.2
15 99.2 | 99.2 | 983 99.2 98.3 98.3
25 99.2 | 983 | 99.2 98.3 98.3 98.3
50 983 | 975 | 983 98.3 97.5 97.5
75 983 | 983 | 975 97.5 97.5 96.7
90 975 | 96.7 | 96.7 97.5 96.7 96.7
95 96.7 | 95.8 | 95.8 95.8 95.8 95.0

Table 4 — The average percentage of deviation of approximate
solutions from the optimum

g 500 | 750 | 1000 | 3000 5000 | 10000
2 _ _ _ — _ _
5 — - - — — 0.56
7 — - - 0.79 0.80 0.83
10 — 0.59 - — 1.04 0.92
15 071 | 081 | 1.68 0.80 1.65 1.25
25 0.78 | 1.60 | 0.93 1.59 1.52 1.63
50 130 | 241 | 1.83 1.71 2.49 2.57
75 157 | 1.70 | 245 2.58 2.53 3.45
90 233 | 319 | 335 2.51 3.32 3.48
95 3.10 | 3.87 | 3.97 3.70 4.35 4.94
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On average for all runs, the solutions obtained by the
approximation algorithm coincided with the solutions ob-
tained by the exact PSC-algorithm for TWCT problem
solving [13] in 98.47 % of cases.

To illustrate the dependence on the parameter k, we
show in Table 5 the average solving time by the PSC-al-
gorithm for 500 jobs instances.

Table 5 — Dependence of the solving time by the PSC-algorithm
(ms) on the parameter k at n = 500

g k| 5 10 20 30 40 50

2 304.216|350.791 1563.722 |1791.327 |1140.63 |1238.54

5 57.960)132.291313.470 |583.533 |929.815 |1090.51

7 44.850 ]102.424 |273.629 |486.206 [917.665 [950.243

10 34.107| 87.600|219.364 |405.449 |818.008 |758.752
15 28.020 | 68.996 |175.420|299.893 |546.218 |646.184
25 21.349| 60.836 |141.692 |224.383 |344.195 |411.478
50 17.429| 40.751| 91.327[140.863|171.903|239.971
75 15.904 | 30.889| 66.413| 96.053|124.591|119.478
90 13.203| 27.871| 55.428 |228.646 - -

95 12.422 | 24.632| 53.258 - - -

Thus, we can conclude that:

1. The approximation algorithm allows to solve real
practical problems of large dimensions.

2. In comparison with the PSC-algorithm for the
general case of the TWT problem, the solution
time of the approximation algorithm is an order
of magnitude shorter.

3. With an increase in the graph’s completeness, the
solving time decreases, but the accuracy of the
solution of the approximation algorithm decrea-
ses.

4. The average percentage of the deviation of the
solution obtained by the approximation algo-
rithm from the optimum is 1.49 %.

5. The conditions of the polynomial component of
the PSC-algorithm are not met on average for
1.53 % of the total number of instances;

6. With an increase in the percentage of the number
of terminal vertices, the time to solve increases
according to a law that is close to linear.

An example to the TWCT problem solving. Consi-
der the graph of the critical paths of the three products
shown in Fig. 1. We give the initial feasible sequence of
tasks in Table 6. In tables 6 and 7, N is the vertex number
in the graph of critical paths of products.

The exact PSC-algorithm for the problem solving is
based on permutations of the following structures: a chain,
an elementary construction, constructions K; and K, [13].
We build the constructions in the process of a problem
solving on the basis of weighted tasks. We move these
structures into earlier positions in the current sequence in
accordance with their priorities. The interval of their
move, as well as the combinatorics of their construction
during the problem solving, is determined by common
vertices which relate in the precedence graph with the
structures under consideration. Obviously, the smaller the
number of common vertices, the less complexity of the

algorithm execution. The above mentioned structures for
permutations are not formed on zero-weighted tasks.
Thus, the complexity of the problem solving is determined
by the number of vertices loaded with weight and the
number of common vertices.

Fig. 1. Graph of products’ critical paths

Table 6 — Initial feasible sequence for TWCTZ problem solving

N w; l; Common? C;

1 0 12 No 12
2 0 14 No 26
4 0 15 Yes 41
3 0 11 No 52
5 0 14 No 66
7 0 32 Yes 98
6 0 22 No 120
8 0 25 Yes 145
10 0 19 Yes 164
13 0 7 No 171
16 0 21 No 192
18 0 18 No 210
20 30 18 No 228
9 0 28 No 256
11 0 16 No 272
14 20 8 No 280
12 0 6 No 286
15 0 19 No 305
17 0 16 No 321
19 10 17 No 338

The priority-ordered sequence of aggregated jobs
with a breakdown to MPSSes is the result of the problem
solving by an exact algorithm [13]. We show it in Table 7.
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The result of the problem solving by the approximation
algorithm [7] coincides with that obtained by exact algo-
rithm.

Table 7 — Initial feasible sequence for TWCTZ problem solving

N W; l; Common? C; fi

1 0 12 No 12

2 0 14 No 26

4 0 15 Yes 41

3 0 11 No 52

5 0 14 No 66

7 0 32 Yes 98

9 0 28 No 126

11 0 16 No 142

14 20 8 No 150 3000
6 0 22 No 172

8 0 25 Yes 197

10 0 19 Yes 216

13 0 7 No 223

16 0 21 No 244

18 0 18 No 262

20 30 18 No 280 8400
12 0 6 No 286

15 0 19 No 305

17 0 16 No 321

19 10 17 No 338 3380

The optimal functional value is 14780.

As a result of the PSC-algorithm execution, the pro-
cedures associated with the enumeration of various con-
structions were not performed.

The approximation algorithm [7] is based on the al-
gorithm for a series-parallel graph [7]. In contrast to the
exact algorithm, the enumeration of various cases of the
structures construction is excluded in advance in it. The
solutions obtained by both algorithms coincided since in
the solving process the conditions for the structures’ for-
mation and their enumeration were not fulfilled.

Conclusions. We have shown that whatever was set
the initial manufacturing technology for products, an ade-
quate scheduling model should be constructed to obtain
the production operational plan. And then, obtaining a
good operational plan for any of the five basic criteria of
optimization reduces to a single uniform problem. We
have to build a feasible schedule by the criterion of maxi-
mizing the start time of the earliest job for the multi-stage
schedule problem adequate to the initial technological
process of the production or object under consideration.
For various optimization criteria, we have to change only
the due dates determined at the second level of the three-
level model as the completion times of the products during
the coordinated planning. Since the efficient due dates
depend on the efficient solution of TWCTZ problem, the
three-level planning model is efficient when its first level
is efficient.

We have shown that the approximation algorithm for
TWCTZ problem solving [7] allows to solve real practical
large size problems (we checked dimensions of up to
10000 jobs). The solutions obtained by the approximation
algorithm coincided with those obtained by the exact

PSC-algorithm for TWCT problem solving [13] in
99.97 % cases. Hence, the polynomial algorithm proposed
in [7] for TWCTZ problem, due to the presence of weights
only on the terminal vertices of the job precedence graph,
statistically significantly yields exact solution. We pro-
pose to use it in planning for arbitrary objects with a net-
work representation of technological processes.
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