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TOTAL WEIGHTED TARDINESS MINIMIZATION FOR TASKS WITH A COMMON DUE DATE ON
PARALLEL MACHINES IN CASE OF AGREEABLE WEIGHTS AND PROCESSING TIMES

We consider n tasks scheduling problem on m identical parallel machines by the criterion of minimizing the total weighted tardiness of tasks. All tasks
arrive for processing at the same time. Weights and processing times are agreeable, that is, a greater weight of a task corresponds to a shorter processing
time. In addition, we have arbitrary start times of machines for tasks processing. The times may be less or greater than the due date or to coincide with
it. The problem in this formulation is addressed for the first time. It can be used to provide planning and decision making in systems with a network
representation of technological processes and limited resources. We give efficient PSC-algorithm with O (mnlogn) complexity that includes the poly-
nomial component and the approximation algorithm based on permutations of tasks. The polynomial component contains sufficient signs of optimality
of the obtained solutions and allows to obtain an exact solution by polynomial subalgorithm. In the case when the sufficient signs of optimality do not
fulfill, we obtain approximate solution with an estimate of deviation from the optimum for each individual problem instance of any practical dimension.
We show that a schedule obtained as a result of the problem solving can be split into two schedules: the schedule on machines which start time is less
than or equal to the due date, and the schedule on machines which start after the due date. Optimization is only done in the first schedule. The second
schedule is optimal by construction. Statistical studies of the PSC-algorithm showed its high efficiency. We solved problems with dimensions up to
40,000 tasks and up to 30 machines. The average time to solve the problem by the algorithm using the most efficient types of permutations was 27.3 ms
for this dimension. The average frequency of an optimal solution obtaining amounted to 90.3 %. The average deviation from an optimum was no more
than 0.000251.
Keywords: scheduling theory, parallel machines, total weighted tardiness, common due date, agreeable weights, PSC-algorithm
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MIHIMIBALISI CYMAPHOI'O 3BA’KEHOI'O 3AIII3BHEHHS 3AB/IAHbB 13 CIILIbHUM
JIUPEKTUBHUM CTPOKOM HA MMAPAJIEJIbHUX MTPUJIAJAX JIUISI BUIIAIKY Y3TIOJKEHUX
BAT I TPUBAJIOCTENM

Po3rismaeTbes 3aaua cKiIalaHHs pO3KIa(iB BUKOHAHHSA n 3aBJaHb HA m 1IEHTUYHMX MapalelIbHUX MPUIIAAax 3a KpUTEpieM MiHiMizallii cymapHOro
3BaKEHOTO 3aMi3HEHHS 3aBJaHb. Bei 3aB/laHHS HAXOAATh Ha 0OCITyrOBYBAaHHS OHOYACcHO. Baru i TpuBanocTi y3ro/pkeHi, ToOTO 3aBIaHHIO 3 MEHIIOO
TPUBAIICTIO BiNOBiae Oinbia Bara. JonaTkoBo, 3a/iaHi JOBUIbHI MOMEHTH MOYaTKy POOOTH NMPUIIAZiB Ha BUKOHAHHS 3aBJIaHb, SIKI MOXYTb OyTH SIK
MEHIIIEe TUPEKTUBHOTO CTPOKY, TaK i OlibIne, abo criBnasaTy 3 HUM. Y Takiil IIOCTaHOBII 3aja4a pO3B’sI3y€ThCs BIIepIle. BoHa Mojke BHKOPHCTOBYBATHCS
Jutst 3a0e3eYeHH s IUIAHYBAHHS Ta IPUHHATTS PIlICHb B CHCTEMaX 3 MEPEKHNM IIPE/ICTAaBICHHIM TeXHOJIOTYHIX MPOIIECiB Ta 0OMEXSHIMH pPecypcaMu.
Hageneno edextuBnuii [1/JC-anroputm 1i po3s’s3anns i3 TpymomicTkictio O(mnlogn), sikuii BKIIOYAE TOMIHOMIaNbHY CKIAIO0BY 3 JOCTATHIMU
O3HAKaMH ONTHUMAIBHOCTI OJIEp)KyBaHHX PO3B’S3KIB, SIKa JIO3BOJISIE OTPHUMYBATH TOYHMI PO3B’S30K IMOJIHOMIalbHUM TMiJaNropuTMoM. Y pasi
HEBUKOHAHHS JOCTATHIX O3HAK ONTHMAJIbHOCTI MH OTPUMYEMO HAOJDKEHHII pO3B’S30K 3 OLIHKOIO BiIXMJIEHHS OTPHMMAaHOTO PO3B’SI3KY Bil ONTH-
MaJIbHOTO JUIs KOXKHOI 1HJIMBIIyanbHOI 3a/1a4i Oy/b-sK0i NpakTHYHOI po3MipHOCTi. [lokazaHo, IO pO3KiIaJ, OTPUMAHUI B Pe3ysbTaTi PO3B’sI3aHHS
3a/1a4i, MOXKHA YMOBHO PO30OHTH Ha Ba PO3KJIAIH — PO3KIAJ Ha MPIIaaX, MOMEHT [I0YaTKy POOOTH SKUX MeHIIe a00 JOPIBHIOE TUPEKTUBHOMY CTPOKY,
Ta PO3KJIaJa Ha MPUIaJax, M0 MOYMHAIOTE POOOTY MICIS JUPEKTUBHOTO CTPOKY. ONTHMI3amis BUKOHYETHCS TUIBKH Y IepIioMy po3kiami. Apyruii
PO3KJIaj ONTHMAIBHUN 3a moOyoBoro. CratucTnyHi pociimkenns [1/[C-anroputMy mokasanu ioro BUCOKY eekTnuBHICTh. Po3B’sa3yBamich 3anaui 3
po3mipaicTio 10 40 000 3aBaanp 3 uncinom npuianis 10 30. Cepenniii yac po3B’s3aHHS 331a4i aITOPUTMOM, 1110 BUKOPUCTOBYE HaWOiIbII eeKTUBHI
THUITM TIEPECTAaHOBOK, cKiiaB 27,3 Mc mpu 1iif posmipHocTi. CepeiHs 4acTOTa OTPHMAHHsS ONTHMAIBHOTO po3B’A3Ky ckiana o 90,3 %. Cepenne
BIZIXMJICHHS BiJl ONTHMyMY — He Oitb1m, Hixk 0,000251.

KuiouoBi ciioBa: koMOiHATOpHA ONTUMI3ALLis, TEOPis PO3KIIAAIB, TTApAIENbHI PUIAIH, CyMapHe 3Ba)KCHE 3alli3HEHHS, CIIUIBHUN AUPEKTUBHHM
CTpOK, y3rojkeHi Baru, [1JIC-anroputm

A. A. IABJIOB, E. b. MUCIOPA, O. B. MEJIbHUKOB

MUHUMM3ALIMSI CYMMAPHOI'O B3BEHIEHHOT'O 3ATIA3IIBAHMS 3AJTAHUM C OBIIIUM
JUPEKTUBHBIM CPOKOM HA IMTAPAJIJIEJIBHBIX ITIPUBOPAX JIUISA CTIYYASA
COI'JIACOBAHHBIX BECOB M JIJIMTEJIbHOCTEM

PaCCManHBaCTCﬂ 3a1a4a COCTaBJICHUA pacrmcam/lﬁ BBITIOJTHEHUS n 3aJIaHUN HA m UIACHTHYHBIX TnapaJuieabHbIX l'[pPI6()an T10 KpUTEPUIO MUHUMU3AITUNA
CYMMAapHOT'O B3BECHICHHOT'O OIMO3AaHUA 3agannii. Bee 3amanus MOCTYIaroT Ha O6CJ'Iy')KI/[BaHI/I€ OTHOBPEMEHHO. Beca u qnurensHOCTH CorjiaCoBaHbI, TO
€CTh 33JIJaHUIO C MEHBIICH JTUTEIbHOCTBIO COOTBETCTBYET OoubIINii Bec. Z[OHOJ'IHI/ITGJ'ILHO, 3aaHbl IIPOU3BOJIbHBIC MOMCHTBI Ha4daj1a paGOTLI HpI/I60p0B
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Ha BBITIOJIHCHUE 33/1aHHI{, KOTOPBIE MOT'YT ObITh KaK MCHBIIIE TUPEKTHBHOTO CPOKa, TaK M OOJIbIIE, IMOO0 COBIAAaTh ¢ HUM. B Takoii mocTaHOBKE 3a1aya
pemaercst Brepsble. OHa MOXKET HCIOIB30BAaTHCS ISl 00ECTICUCHHs IUTAHUPOBAHUS U MPUHSATHS PEIICHHH B CHCTEMaX C CETeBBIM HpeCTaBICHHEM
TEXHOJOTHYECKHX MPOLIECCOB U OrpaHuueHHbIME pecypcamu. [Ipusenen addexruBubiii [1J{C-anroputm ee perenus ¢ Tpygoemkoctsio O (mnlogn),
BKJIFOYAOIIUH TOJTHHOMHAIIBHYIO COCTABIISIOLIYIO C JOCTATOYHBIMU IIPH3HAKAMHU ONTHMAILHOCTH [10JIy4aeMbIX PEIICHHIT, KOTOpas O3BOJISET MOITy4aTh
TOYHOE pEILICHUE IOJIMHOMHAIBHBIM MOJAITOPUTMOM. B cilydyae HEBBINONHEHHUs JOCTATOYHBIX IPH3HAKOB ONTHMAIBHOCTH MbI IIOJTy4aeM
PHOJIMKEHHOE PEIICHHE C OLCHKOH OTKJIOHEHHMS IIONYYCHHOrO PEIICHHs OT ONTHMAIBHOTO Ul KaKJOW WHAMBUIYaIbHOH 3amadd Jr000it
IpaKTHYecKoi pasmMepHocTH. [TokasaHo, 4TO paciucaHue, MOMy4EeHHOE B Pe3y IbTaTe PELICHHUs 3a1a4H, MOXKHO YCJIOBHO Pa30MTh Ha JBa PacIHCaHUs —
pacrucaHie Ha mpuOopax, MOMEHT Hadaja pabOThl KOTOPBIX MEHBILE MM PaBEH JUPEKTHBHOIO CPOKA, M PACIHCaHHE HA MPUOOPAX, HAUMHAIOLINX
paboTy mocie JUPEKTUBHOrO cpoka. ONTHMM3aNus BEIIONHIETCS TOIBKO B IIEPBOM paclucaHui. BTopoe pacnucanne ONTUMAIIBHO IO HOCTPOCHUIO.
Craructuueckue uccnenoBanus [1/1C-anropurma mokasaim ero BHICOKYI0 3G dekTHBHOCTB. Pemranuck 3amaun ¢ pazmepHoctbio 10 40 000 3amauuii ¢
gncioM npubopos 10 30. CpenHee BpeMs pELICHHs 3a1a4l aJrOpPUTMOM, HCIIOIb3YIOINM Hanbosee (G eKTHBHbIC THIIBI IIEPECTAHOBOK, COCTABHIO
27,3 Mc npu 9T0i pa3mepHOCcTH. CpeHsst 4acToTa MOIydeHNUsI ONTHMAIIBHOTO pemreHus coctamaa 10 90,3 %. CpenHee OTKIOHEHHE OT ONTUMYyMa — HE

6onee 0,000251.

KuroueBble c10Ba: KOMOMHATOpHAs ONTHMU3ALMS, TEOPHs PacIUCaHMil, HMapasielbHble IPUOOPHI, CyMMapHOE B3BEIICHHOE 3aIla3/bIBaHUC,

o0mHil UPEKTUBHBIH CPOK, COrIacoBaHHbIE Beca, I1/[C-anropurm

Introduction. Scheduling theory problems play an
important role in calendar and operational planning of
discrete type manufactures. In particular, those manufac-
tures include small-series productions, aircraft and ship-
building enterprises. Almost all known scheduling prob-
lems are NP-hard problems of combinatorial optimization.
Therefore, creating for them efficient approximation algo-
rithms is very important to solve practical problems of large
dimensions.

The interest for tardiness criterion is due to its prac-
tical effect in the real life [1]. This criterion is among the
most interesting criteria for production systems, especially
in the current situation where competitiveness is becoming
more and more intensive. Suppliers do ensure their markets
and customers. For that, they must have a high service
quality while focusing on delivery dates.

We solve in this paper the problem of the total
weighted tardiness minimization on identical parallel ma-
chines with a common due date and agreeable weights
(WTPA). It can be used to provide planning and decision
making in systems with a network representation of tech-
nological processes and limited resources. In particular, it
is used in the algorithmic ware of the four-level model of
planning (including operative planning) and decision
making [2].

WTPA problem statement. Given a set of tasks J =
= {j1.j2, - ,jn}, the number of machines is m. For each task
Jj €], we know its processing time [; and the weight w;.
The weights are agreeable: if [; < ;, then w; = w;. All
tasks have the same due date d. We need to build a schedule
o of tasks j €J on m machines that minimizes the
function:

F(0) = ) wymax[0.6(0) - dJ, 1)

JjeJ

where C;(o) is the completion time of a task j in a schedule
O.

We assume that all tasks of the set J arrive simulta-
neously. The start times of the machines’ operation for the
processing of tasks r; 5 d, i =1,m, may be different.
Here, a,b denotes the interval of integer numbers from a to
b. Machines’ idle times and interruptions in a task’s
processing are not allowed.

Literature review. This problem belongs to the class
of NP-hard problems since it is NP-hard already for m = 1
and r;, = 0 [3, 4].

Many modern methods of scheduling are described in
the book [5]. Unified heuristics and annotated bibliography
for a large class of scheduling problems with tardiness
criteria are presented in [6]. The case of the problem with
equal start times of machines and equal weights of tasks
(TTP problem) was investigated in [2, 7-9]. A literature
review for TTP problem in different formulations is given
in [10]; this problem is also considered there for the case of
different release dates of tasks. The class of schedules that
contain an optimal solution is defined in [7], also an esti-
mate of the deviation of the obtained solution from the opti-
mum for each individual problem instance was formulated
there. Kovalyov et al. [8] show that there is no polynomial
approximation algorithm with a guaranteed relative error of
a solution for TTP problem unless P = NP. Lawler et al.
[11] indicated that the total tardiness problem on a single
machine with a common due date is solved in 0(n?) time.
Its version with job weights is NP-hard in the ordinary
sense [12].

Books [2, 9] present efficient PSC-algorithm to solve
TTP problem, prove sufficient signs of optimality of the
obtained solutions, and clarify the estimate of deviation of
an obtained solution from the optimum. In contrast to the
well-known estimate [7] which can be arbitrarily large even
at an optimal solution, the estimate from [2, 9] is adequate:
it is limited from above and from the bottom and shows the
maximum possible reduction of the functional during an
optimal solution construction. It was shown in [2, 9] that
the PSC-algorithm for the problem solving, sufficient signs
of optimality of the solutions obtained, and the estimate of
deviation of a solution from the optimum for each
individual problem instance obtained for TTP problem, are
also valid for WTPA problem in the case of equal weights.

The above review shows that the problem under con-
sideration is not presented in the scheduling literature in
original formulation. This explains why we address it here.
The problem in above formulation is addressed for the first
time. The purpose of this paper is to develop the PSC-
algorithm for the WTPA problem solving with an estimate
of deviation of an obtained solution from the optimum for
each individual problem instance.

Theoretical foundations. We now present basics of
PSC-algorithm for TTP problem [2, 9, 10] which underlies
the PSC-algorithm for WTPA problem.

Algorithm for initial schedule construction.

1. Renumber the tasks j € J in non-decreasing order

of their processing times.
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2. Set release time (completion time of all assigned
jobs) of all machines to zero: ;=0 Vi=
=1m.

3. Select the next unassigned task j with the mini-
mum processing time [;. Assign it to a machine i
with the minimum release time C;.

4. Determine new release time of the machine i:
Ci = Ci + l]

5. If all tasks were assigned, the algorithm termi-
nates. Otherwise, go to step 3.

As a result of the above algorithm’s execution, tasks

j € J are split into three subsets [2]:
P;(0) is the set of non-tardy tasks in the schedule of
machine i;

Si(o) is the set of “straddling” tardy tasks in the

schedule of machine i for which

where C; — [; is the start time of a task j;

Q; (o) is the set of “fully” tardy tasks in the schedule
of machine i for which C; — I; > d, Vj € Q;(0).

We use the notation from [2]:

P = Ui=1,_mPiZ5 = Ui=1,_m5i;Q = Ui=1,_in;

R; (o) the time reserve of machine i in a schedule o:
Ri(0) =d = Xjep,) ljs Ry(0) = XiZ1 Ri(0);

A; (o) the tardiness of straddling task j € S;(o) inre-
gal’d to the due date: Ai (0') = ZjEPi(G)USi(O') l] - d,

Az(O') = Z:il Ai(O').

Theorem 1 [7]. There is an optimal schedule that satis-
fies the conditions:

HPUS={12,..|PUS|};

2)if [P US| <mn, then ¥jcp,us;lj = d and Q; con-
tains those and only those elements which differ from
[P US|+ i by an amount which is a multiple of m, i =

Corollary 1 [7]. Suppose that the tasks processing on
L-th machine cannot be started before the time point 1, >
> 0, L = 1,m. Schedule ¢ where each successive task k =
=1,2,...,n is assigned to be processed on the machine
released before the others, corresponds to the smallest sum
of completion times for all tasks.

Statement 1 [7]. When constructing an optimal
schedule as a result of directed permutations, tasks can be
moved only between sets P and S.

Let yrpg denote a class of schedules that correspond to
the conditions of Theorem 1. Y, Y is a class of sched-
ules satisfying the following additional conditions:

P ={12,..Pl}

2) min [; > max R;(o);
JjE€Si(o) i=1m

3) if l}k < ljl’ then Cjk - l}k < C]l - l]l ij’jl € S(O')

The number of tardy tasks on machines differs by a
maximum of one in the class Y, [2]. We determine R;(o)
on machines with a smaller number of tardy tasks and A; (o)
on those with a larger number of tardy tasks.

Two sufficient signs of optimality of a feasible solu-

tion were proved in [2]:

1) a schedule o € Y, with the same number of tardy
tasks on all machines (an even schedule) is optimal;

2) if 0z(0) = min(Rx(0),A5(c)) = 0 in a schedule
o € Yp, then the schedule o is optimal.

The PSC-algorithm from [2] is based on directed
permutations that decrease Az (o) on machines with a larger
number of tardy tasks due to reserves Rx(o) on machines
with a smaller number of tardy tasks or to build an even
schedule. Let yi(op) < Yps denote the class of such sche-
dules.

Theorem 2 [2]. The following estimate of deviation of
the functional value from the optimum is valid for any
schedule 6 € Yi(op): f(0) — f(0") < Qs (0).

The case of the TTP problem, in which the start times
of machines are less than the common due date, was
considered in [2], and a PSC-algorithm was given. Let us
consider the general case.

Study of WTPA problem properties. Let us call
w;/1; the priority of a task j. Since we have different start
times of machines in the WTPA problem, in contrast to the
TTP problem, let us give a new algorithm for construction
of initial schedule 6°™® € 5.

Algorithm AQ.

1. Renumber the tasks j € J in non-increasing order

of priorities w; /1;.
2. Renumber the machines in non-decreasing order
of start times r;.

3. Set the initial release times of machines: C; = r;

vi=1,m.
4. Select an unassigned task j with the maximum
priority. Assign it to a machine i with the mini-
mum release time C;.

5. Determine the new release time of the machine i:
Ci = Ci + lj.

6. If all tasks were assigned, the algorithm termi-
nates. Otherwise, go to step 4.

Denote the obtained schedule as 6°™ (sigma ordered).
Let us split 6°™ conditionally into o' and 0% where o is
the schedule of tasks on machines with r; < d and o2 is the
schedule of tasks on machines with r; > d.

Statement 2. The number of tardy tasks on machines
in the schedule o* differs by a maximum of one.

Statement 3. The number of tardy tasks on each of the
machines with r; < d is greater than or equal to the number
of tardy tasks on each of the machines with r; > d.

Validity of Statements 2 and 3 is based on the algo-
rithm for the schedule 6°" construction.

The schedule o* meets the requirements to the class
Y. The following theorem is true.

Theorem 3. The PSC-algorithm for the problem sol-
ving, sufficient signs of optimality of obtained solutions,
and the estimate of deviation of a solution from the opti-
mum for each individual problem instance which were ob-
tained for TTP problem, are also valid for WTPA problem.

Proof. Initial schedule of the class s, is constructed
in TTP problem by distributing the list of tasks in non-
decreasing order of their processing times, each to the
machine with a minimum release time. Similarly, initial
schedule in WTPA problem is built by distributing the
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priority-ordered sequence of tasks, each to the machine
with the minimum release time. But the priority-ordered
sequence of tasks coincides with the sequence of tasks
ordered by non-decreasing of their processing times, due to
the agreeability of weights and processing times. Hence,
the initial schedules in TTP and WTPA problems coincide.
The PSC-algorithm is based on task permutations from
machines with a greater number of tardy tasks to machines
with a smaller number of tardy tasks. Thus, the task weights
do not affect the implementation of the algorithm and are
taken into account only when determining the functional
value. This proves the theorem.

Theorem 4. There are no permutations of tasks in the
schedule ¢°™ between the machines i € o* and i € o2
which lead to a decrease in the functional value.

Proof is based on Statement 1 and Corollary 1. Con-
sider the schedule on machines i, € o* and i; € o2. Sup-
pose that a task j, is processed on the machine i, and a task

Jjp on the machine is. We have [;, < b, for these tasks, in

accordance with the algorithm for the schedule ¢°™ con-
struction and due to the agreeability of weights and proces-
sing times. Let us swap these tasks, that is, let the task j, be
processed on the machine i, and the task j,, on the machine
i. As a result of such a permutation, in accordance with
Corollary 1, the functional value increases. The processing
times of tasks j € o2 is greater than that of tasks in the sets
P or S, according to Theorem 1. Therefore, according to
Statement 1, tasks j € o cannot be moved into the set P or
the set S. Consequently, there are no permutations of tasks
in the schedule 6°™ between schedules o' and o which
decrease the functional value. This proves the theorem.

Corollary 2. Optimization is only done in the schedule
ol. The schedule o2 is optimal by construction in accor-
dance with Corollary 1.

Corollary 3. We check the sufficient signs of opti-
mality on the schedule o and determine the estimate of
deviation of the functional value from the optimum Q3 (o),
which is equal to min(Ry(0),A5(0)), on the schedule o?,
since the schedule o? is optimal by construction.

Theorem 5. The functional value for WTPA problem
is equal to the sum of the functional values of the schedules
ol and o2,

Proof of Theorem 5 is obvious.

PSC-algorithm for WTPA problem solving. It has
the following 8 steps.

1. Initial schedule construction by Algorithm AQ.

2. Split the obtained schedule 6°™ into o* and o2 where

o' is the schedule of tasks on the machines with r; < d
and o2 is the schedule of tasks on the machines with
;> d.

3. Execute the PSC-algorithm Al or A2 [2] on the
schedule o?.

4. Analyze the obtained solution. If the polynomial
component of the algorithm has been fulfilled, then the
schedule o is optimal, go to step 5. Otherwise, go to
step 6.

5. Determine the functional value for the schedule ¢'. Go
to step 7.

6. Determine the functional value and the estimate of
deviation of the functional value from the optimum for
the schedule o?.

7. Determine the functional value for the schedule o?

which is optimal by construction.

8. Determine the functional value for WTPA problem in

accordance with Theorem 5. Terminate.

Justification of the algorithm. As a result of the initial
schedule construction for WTPA problem which is
implemented by Algorithm AO, we obtain schedules o* (the
schedule on the machines with r; < d) and o2 (the schedule
on the machines with r; = d). The functional value for the
entire schedule o is equal to the sum of the functional
values for the schedules ¢! and o2. The schedule o2 is
optimal by construction. But building and optimization of
the schedule o is reduced to solving the TTP problem.
Thus, PSC-algorithm for WTPA problem solving coincides
with the PSC-algorithm for TTP problem solving on the
schedule o. The polynomial component of the PSC-
algorithm coincides with the polynomial approximation of
the exact algorithm. As a result of the problem solving, we
obtain either an exact optimal solution by the polynomial
component of the algorithm (if at least one of the sufficient
signs of optimality has fulfilled during its execution), or an
approximate solution with an upper estimate of deviation
of the functional value from the optimum which is Qs (o).

The complexity of the polynomial component of the
PSC-algorithm is determined by the complexity of the
algorithm (Al or A2) used to solve the problem. Their
complexities are 0 (n?m) and O (mn logn), respectively.

Computational studies. To research the algorithm’s
efficiency, we used instances generator and solver written
in C# in Microsoft Visual Studio 2010 environment. We
randomly generated the task sets with uniform distribution
of parameters. We chose processing times and weights of
tasks from interval [, 200], then we assigned to each next

task with the minimal processing time the next maximal of
unassigned weights. The due date d was calculated as
0.7L/m where L is the sum of all processing times. The
start times of machines were chosen from uniform distri-
bution within [0,2d]. We carried out 2,000 runs for each
(n,m) pair. We tested problems with up to 40,000 tasks and
30 machines on a PC with 2 GBytes of RAM and a Pentium
Core 2 Duo processor with 3.0 GHz frequency.

Average (for 100 runs) solving time appeared: from
1.53ms at n = 3,000 and m = 5 to 2,025.14 ms at n =
= 40,000 and m = 15 for Algorithm A1; from 1.78 ms at
n = 3,000andm = 30to 27.3 msatn = 40,000 and m =
= 20 for Algorithm A2. The average frequency of ob-
taining an optimal solution was 90.3% for Algorithm Al
and 73.5% for Algorithm A2. The average deviation from
an optimal solution was 0.000251 for Algorithm Al and
0.000114 for Algorithm A2. After introducing additional
types of permutations, Algorithm A2 becomes more effi-
cient than Algorithm Al. In this case, we achieve an op-
timal functional value by the polynomial component of the
algorithm for 92 % of instances.

Conclusions. We considered the problem of scheduling
tasks on identical parallel machines. Weights and processing
times are agreeable, that is, a greater weight corresponds to a task
with a shorter processing time. Additionally, arbitrary start times
of the machines are given, they can be less than or greater than the
due date, or to coincide with it. The problem in this formulation
was solved for the first time. We presented an efficient PSC-
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