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USING GRAPH EMBEDDINGS FOR WIKIPEDIA LINK PREDICTION

Link prediction is an important area of study in network analysis and graph theory which tries to answer the question of whether two nodes in the graph
might have an association in the future. Nowadays, graphs are ubiquitously present in our lives (social networks, circuits, roads etc.), which is why the
problem is crucial to the development of intelligent applications. In the past, there have been proposed methods of solving link prediction problem
through algebraic formulations and heuristics, however, their expressive power and transferability fell short. Recently, graph embedding methods have
risen to popularity because of their effectiveness and the ability to transfer knowledge between tasks. Inspired by the famous in machine learning and
natural language processing research Word2Vec approach, these methods try to learn a distributed vector representation, called an embedding, of graph
nodes. After that a binary classifier given a pair of embeddings predicts the probability of the existence of a link between the encoded nodes. In this
paper, we review several graph embedding approaches for the problem of Wikipedia link prediction, namely Wikipedia2vec, Role2vec, AttentionWalk
and Walkets. Wikipedia link prediction tries to find pages that should be interlinked due to some semantic relation. \We evaluate prediction accuracy on
a hold-out set of links and show which one proves to be better at mining associations between Wikipedia concepts. The results include qualitative
(principal component analysis dimensionality reduction and visualization) and quantitative (accuracy) differences between the proposed methods. As a
part of the conclusion, further research questions are provided, including new embedding architectures and the creation of a graph embedding algorithms
benchmark.
Keywords: graph embeddings, link prediction, Wikipedia2vec, Role2vec, AttentionWalk, Walklets, principle component analysis.

P. B. ITAIITAJIA, I'. /1. KHCEJIBOB

BUKOPUCTAHHS BEKTOPHUX ITPEJACTABJIEHD I'PA®IB /IUISI TIPOTHO3YBAHHS 3B’S3KIB Y
WIKIPEDIA

ITporro3yBaHHs 3B'S3KiB € BaXKJIMBOIO 00JIACTIO JOCII/KEHHS B aHaJli3i Mepesk Ta Teopii rpadis, sIka HAMAraeThCs BiAMOBICTH HA MUTAHHS, Y1 MOXKYTh
Ba By3IM y rpadi B MailOyTHbOMYy MaTH 3B’A30K. Ha choropHimHid JeHb rpadu MOBCIOAHO NPHUCYTHI Y HAIIOMY >XMTTI (COLialbHI MEpexi,
@IIEKTPOTEXHIKa, JDOPOTH 1 T.I.), TOMy INpoOlieMa Mae BHpIlIaJbHE 3HAYCHHS [UISI PO3BHTKY IHTEIEKTyaJbHHX MOMATKIB. Y MHHYyJIOMY Oyin
3aIpOIIOHOBAHI METO/IM BUPIIIEHHS 3a/]a4i MPOTHO3yBaHHS 3B’ S3KiB 3a JJOMOMOTOIO aNreOpaiyHuX ()OPMYITIOBaHb i EBPUCTHK, OJHAK IXHS BHPA3HICTB i
MEPEHOCUMICTh He OynH 3a10BITbHUMH. OCTaHHIM YacOM METO/IM MOOYI0BH BEKTOPHHUX MPEICTABICHb 3pOCIH Y TOMYJISIPHOCTI Yepe3 1X e()eKTUBHICTD
1 37aTHICTH TepeaBaTu 3HAHHI MiX 3aBIaHHAMHU. HaTXHEHHMII 3HAMEHHTHM B MAaIlMHHOMY HaBYaHHI Ta 0OpOOLl HPHPOIHUX MOB JOCIITHHUIIBKIM
migxonoMm Word2Vec, 11i METOAN HaMararoThCsl BUBYUTH PO3IOALICHE BEKTOpHE NpecTaBieHHst. [Ticis mporo OiHapHuMit kiacupikatop, 3aJaHHil Taporo
TaKUX BEKTOPIB, MPOTHO3YE HMOBIPHICTh iCHYBaHHS 3B'I3KYy MiX 3aKOJOBAaHMMHM BY3JIaMu. Y JaHii poOOTI MM PO3IJISIHEMO JIEKiIbKa MiIXOIIB 110
BOynoByBaHHs rpadikiB s mpobiemn nporrosyBanust 38°s3kiB y Wikipedia, a came Wikipedia2vec, Role2vec, AttentionWalk Ta Walkets.
IporrosysauHs mocuinas y korTekcti Wikipedia — 11e 3Hax0pKeHHs CTOPIHOK, sIKi MTOB's3aH] Yyepes eBHI CMUCIIOBI BiJTHOCHHH. MU OLIHFOEMO TOYHICTH
MPOTHO3YBaHHS Ha BIOKPEMIICHOMY HA0O0pi 3B’SI3KIB 1 MOKA3yeMO, SIKHii 3 METO/IIB Kpallle 3HAXOUTh acoliarii M cyTHocTsiMu y Bikinenii. Otpumani
pe3ysbTaTH BKIIFOYAROTh SKiCHI (METO/| FOJIOBHUX KOMIIOHEHTIB JUIsl 3MEHIICHHSI PO3MIPHOCTI Ta Bidyasizamii) i KiJbKicHI (TOYHICTB) BIAMIHHOCTI MiX
3aIPOIIOHOBAHMMH METOIaMH. Y paMKaX BHCHOBKY HaBOJSITHCS OB JTOCIIITHHUIbKI TUTAHHS, BKIIOYAIOYH HOBI apXiTEKTYpH MOOYIOBH BEKTOPHUX
[PE/ICTABIICHb Ta CTBOPEHHS 3aralbHONPUIHATOrO TeCTy e()eKTHBHOCTI TAKHX MPE/CTABICHS.

KurouoBi ci10Ba: BekTOpHi mpe/cTaBieHHs IaHUX, nporHo3 38°s3kiB, Wikipedia2vec, Role2vec, AttentionWalk, Walklets, merox romosanx
KOMITOHEHTIB.

P. B. HTAIITAJIA, I'. /1. KHCEJIEB

MCIIOJIb30BAHUE BEKTOPHBIX ITPEJCTABJIEHUM I'PA®OB JJISI IPOTHO3UPOBAHU S
CBSI3EHN B WIKIPEDIA

IporuosupoBaHue CBs3eil ABIsIETCS BaXKHOM 001acThIO HCCIECAOBAHUS B aHAIM3e ceTell u Teopuu rpadoB, KOTOpas MBITAETCS OTBETHTh HAa BOIPOC,
MOTYT 7ABa y371a B Tpade B OymymeM HMeTh cBA3b. Ha cerogusmmuii 1ensb rpadsl HOBCEMECTHO MPUCYTCTBYIOT B HAIIEH XKU3HU (COLHANBHBIC CETH,
9JIEKTPOTEXHHKA, IOPOTH U T.J.), TO3TOMY IPOoOIeMa HMEeT pellaroliee 3HaueHUe s Pa3BUTHSI HHTEIUICKTYIbHBIX MPUJIOKeHHH. B nponuiom ObutH
TIPEUI0KEHBI METO/IBI PEILICHHS 3a1a4H IIPOTHO3UPOBAHUSI CBSI3EH C OMOIIBIO aareOpandecKux GopMyITUPOBOK U IBPHCTHUK, OJJHAKO UX BBIPAYKCHHOCTD
1 TIEPEHOCHMOCTb HH OBLIH yAOBICTBOPUTEIBHBIME. B mocnennee BpeMs METOABI HOCTPOCHHUSI BEKTOPHBIX MPEACTaBICHHI BEIPOCIN B MOMYISIPHOCTH
n3-3a UX 9QYEKTUBHOCTU M CIIOCOOHOCTH IepeAaBaTh 3HAHHUS MEXIY 3a7auaMy. BIOXHOBJICHHBIH 3HAMEHUTHIM B MAIlTMHHOM OOYYeHHH U 00padoTKe
€CTECTBEHHBIX A3BIKOB HCCIIE0BATENbCKUM MT0x00M Word2Vec, 3TH METO/IbI MBITAIOTCS H3y4YUTh PACIIPEACICHO BEKTOPHOE npescTasienue. [locne
9TOro OMHAPHBIA KIACCU(UKATOP, 33JaHHBIA MApoil TAKUX BEKTOPOB, MIPOTHO3HPYET BEPOSITHOCTH CYHIECTBOBAHMS CBSI3H MEXKIY 3aKOIUPOBAHHBIMU
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y31amu. B nanHoii paboTe Mbl pacCMOTPHM HECKOJIBKO MOAXO0B K IIOCTPOCHHIO BEKTOPHBIX MPEACTABICHU I MPOOIEMbI IPOTHO3UPOBAHUS CBSI3CH
B Wikipedia, a mmenno Wikipedia2vec, Role2vec, AttentionWalk u Walkets. IIporno3upoBanue csizeit B koHTekcte Wikipedia — 3TO HaxoxkieHHUe
CTpaHHUII, KOTOPBIC CBSI3aHBI YePEe3 OIPE/ICIICHHbIEC CMBICIIOBBIC OTHOIICHHS. MBI OLICHHBaEM TOYHOCTb IIPOIHO3MPOBAHMS HA OT/EILHOM Habope cBs3eil
U TI0Ka3bIBaeM, KAaKOH 13 METOIOB JIy4Ille HAXOHUT aCCOLUALINK MEXKLY CyIHOCTIMH B Bukunenun. [ToxydeHHbie pe3yiibTaThl BKIIOYAIOT KA4€CTBEHHbIC
(METO/ TVIABHBIX KOMITOHEHT [UIsi YMEHBIICHHSI Pa3MEPHOCTH M BH3yaJln3alli) M KOJIMYECTBEHHBIC (TOYHOCTB) PA3IMyMsl MEKIY MpelIaracMbIMi
MeToJaMu. B paMkax 3akioueHnH NPUBOAATCS JajbHEHIIME HCCIIEI0BATEIbCKUE BOIIPOCHI, BKIIFOYAsi HOBBIC aPXUTEKTYPhl OCTPOCHUS BEKTOPHBIX
MPEeICTaBICHUI U CO3/IaHe OOIIETIPUHATOrO TecTa 3P HEKTHBHOCTH TAKUX MPEICTABICHHUI.

KuaroueBble ciioBa: BeKTOpHBIC npercrtasienus rpados, mporuos ces3eit, Wikipedia2vec, Role2vec, AttentionWalk, Walklets, meron rmaBubix

KOMITIOHEHT.

Introduction. Networks and graphs have become
ubiquitously important to model difficult systems that con-
sist of various elements. Graph data science has a large
number of applications in various fields like logistics,
social networks, recommendation engines, and communi-
cation networks. There have been a lot of research in the
area of the possibility to predict new links between ele-
ments in the topology of the graph based on the properties
of its elements. Such a task is called link prediction and is
defined as the problem of predicting new relationships in
networks. Link prediction’s goal is to find the initial rules
of the graph link formation by inferring lost or possible
relationships, given currently observed connections. The
area is growing fast and is becoming more and more
interesting as a research vector since it can help us predict
how real-life networks will progress and evolve in time [1].

One of the applications of graphs and an example of
complex networks are web-scale knowledge bases [2].
They provide a representation of world knowledge that is
structured, with projects such as the Google Knowledge
Vault [3], Freebase [4] and DBPedia [5]. These
technologies are at the core of a wide range of applications
such as question answering, recommender systems and
chatbots. Unfortunately, these knowledge bases are
incomplete because of the complexity of our world. That is
why predicting missing entries or link prediction is one of
the main problems in knowledge engineering. Knowledge
bases encode data as a directed graph with edges (links,
relations) between nodes (concepts, entities). The
topological structure and nature among the relations present
in these bases often make the taks of filling in the missing
links of a knowledge base possible. The idea behind link
prediction is the automatic search for such regularities.

There are two types of approaches that are usually
used to define models for graph-based problems [6]. The
first one works with the initial graph adjacency matrix,
while the second — with an inferred vector space. The
popularity of the last approach has gradually increased
lately. They try to represent the graph in a vector space that
is going to preserve its properties. Having such an encoding
is extremely convenient in the graph-related problems. The
vectors are used as inputs (features) to a machine learning
algorithm which parameters are trained based on the
dataset. This helps negate the need for difficult clas-
sification algorithms which work directly with the graph.

However, the dimensions of the trained vectors
become an additional hyperparameter and searching for an
optimal one can be difficult. For example, higher
dimensionality might increase the reconstruction precision
but will have higher time and space complexities. The
choice can also be domain-specific depending on the task:
for example, lower number of dimensions might result in

better link prediction accuracy if the model only captures
local relations between entities [6].

Preliminaries. A graph G(V, E) is a collection of
V ={vy, ..,v,} nodes and E = {e;};;—; edges. The
adjacency matrix S of graph G contains indicators
associated with each edge in the following way: s;; = 1 if
v; and v; are connected to each other, and s;; = 0 otherwise.
For undirected graphs, s;; = s;; Vi,j € {1,...,n}.

Given a graph G(V, E), a graph embedding is a
mapping f:v; > w; € R4Vi € {1, ..,n} such that
d < |V| and the function f retains some similarity notion
defined on graph G.

Consequently, a graph embedding encodes each node
in a low-dimensional feature vector that can retain the
relations between nodes.

Graph embeddings. In this section we describe
evaluated graph embedding approaches.

Random walks are at the core of numerous existing
graph embedding methods. Since such approaches have nu-
merous problems that arise from their exploitation of ran-
dom walks (like the features that can not transfer
knowledge to other nodes and networks as they are unique
to each entity. Role2Vec framework tries to overcome this
drawback by the use of attributed random walks. This algo-
rithm was chosen because it is a basis for generalizing other
similar methods like DeepWalk, node2vec, and many
others that are based on random walks. The proposed
framework helps these methods be more applicable for both
transductive and inductive learning as well as for use on
graphs with other features (if they exist) [7]. This is accom-
plished by learning functions that are applicable to unseen
entities and networks. The authors show that Role2vec is
more efficient in terms of predictive performance as well as
requires less space than other methods on a variety of
graphs. Role2Vec uses the extensible notion of attributed
random walks that is not connected to a specific node but is
instead based on a function that maps a node feature vector
to a class, so that two nodes belong to the same class if they
are topologically similar. Role2vec provides several valua-
ble advantages to any method that is built upon it. Firstly,
it is naturally inductive as the learned embeddings genera-
lize to new entities and across networks and therefore might
be used for transfer learning. Secondly, authors claim that
their approach is able to capture structural similarity more
efficiently. Thirdly, the Role2vec framework is way more
space-efficient since representations are learned for classes
(not nodes) and consequently require less space than exis-
ting methods. Fourthly, the proposed framework has an
ability to work with graphs with features (if such exist or
are available).

Graph embedding methods encode nodes in a
continuous vector space, capturing various classes of
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information present in the network. These methods have
numerous hyperparameters (for example the length of a
random walk) which have to be manually tuned for every
graph. AttentionWalk is a method of graph embedding
where previously fixed hyperparameters are replaced with
trainable ones that are automatically learned via
backpropagation [8]. The authors propose an attention
model on the power series of the transition matrix, which
decides where to take the next walk in order to optimize a
long-term goal. Different to other attention models, the
AttentionWalk uses attention parameters only on the
training data itself (the random walk), while during model
inference there are no attention layers. The authors did a
series of tests on link prediction tasks, trying to produce
embeddings that capture the graph structure, transferring
the representation to unseen information. It is also claimed
that AttentionWalk improves state-of-the-art results on a
set of real-world graph datasets, for example collaboration,
biological, and social networks. The final result of this
approach is that automatically-learned attention parameters
tend to correspond with the optimal choice of hyper-
parameters that are manually tuned in other methods.

Another approach which is of particular interest to us
is called Walklets [9], a novel method for learning
multiscale representations of nodes in a graph. These vec-
tors explicitly encode multiscale relationships in a way that
is analytically derivable compared to previous works. The
proposed method creates these multiscale relationships by
subsampling random walks of different length on the nodes
of a graph. By skipping over steps in each random walk,
Walklets generates a different training dataset than similar
approaches. More specifically, it creates a corpus of node
pairs which are reachable via paths of a fixed length. This
corpus is then used to find a set of hidden representations,
each of which encodes successively higher order relation-
ships from the adjacency matrix. The authors demonstrate
the efficiency of Walklets’ hidden representations on
several multi-label graph classification tasks for social ap-
plications. Their results claim that Walklets outperforms
other methods based on neural matrix factorization. One of
the most important benefits of Walklets is that it is an online
learning algorithm, so it can scale to networs with an enor-
mous number of nodes and links.

A different, yet powerful algorithm that can be used
for Wikipedia link prediction is Wikipedia2vec — an open
source tool for learning embeddings of words and entities
from Wikipedia [10]. Not only does this tool enable
researchers to easily obtain high-dimensional embeddings
of words and entities from a Wikipedia dump, it also
provides the source code, documentation, and pretrained
vectors for twelve most popular languages at
http://wikipedia2vec.github.io. The learned embeddings
can easily be applied via transfer learning for natural
language processing (NLP) models. The tool can be
installed via Python programming language package
repository PyPl. The pretrained embeddings have been
learned by iterating over entire Wikipedia pages and joint
optimization of three different submodels: model of
Wikipedia graph, which learns entity embeddings by
predicting neighboring entities in Wikipedia’s page
network —an undirected graph whose nodes are entities and

edges represent links between entities, based on each entity
in Wikipedia (it does not matter if both pages link to each
other or only one of them references another one — the link
is created anyway); word-based skip-gram model, which
learns word embeddings by predicting neighboring words
for each word in a text contained on a Wikipedia page;
anchor context model, which aims to place similar words
and entities near one another in the vector space, and to
create interactions between embeddings of words and those
of entities. Here, we obtain referent entities and their
neighboring words from links contained in a Wikipedia
page, and the model learns embeddings by predicting
neighboring words given each entity.

These three submodels are all inspired by the skip-
gram model [11], which is a neural network model with a
training objective to find embeddings that are useful for
predicting context items (i.e., neighboring words or
entities) given a target item.

To predict links between two nodes in a graph we use
a simple one hiden layer perceptron on the concatenation of
the embeddings of both nodes. The final classification task
is trained using ADAM [12] optimization algorithm with
the learning rate of 0.01 and 100 hidden layer units.

Evaluation and results.

We evaluated the described approaches on the SNAP
Wikispeedia [13] navigation paths dataset. This dataset has
a set of Wikipedia links, collected through the human-
computation game, called Wikispeedia. In there, users are
asked to navigate from a starting Wikipedia node to a given
article, through clicking Wikipedia links. A condensed
version of Wikipedia (4,604 articles) is used.

For our project, 107444 links were used as positive
examples and the same quantity was generated as negative
examples. Thus, the dataset is balanced and we can use
accuracy to measure the performance of the implemented
approaches. 20 % of the data was held out for testing and
the results are presented on this test set.

Quantitative results of our evaluation are summarized
in Table 1. Walklets significantly outperforms every other
approach that we tested due to the subsampling that is
inherent in the algorithm, capturing not only first-order
information, but also encoding the relations between nodes
further from the start of the random walk.

Table 1 — Evaluated embeddings link prediction accuracy

Embeddings Accuracy
Role2vec 0.723
AttentionWalk 0.699
Walklets 0.877
Wikipedia2vec 0.734

To provide some qualitative results, we have also tried
plotting the resulting embeddings. Since all of the tested
approaches provide high-dimensional representations, the
first problem that arises is to reduce these dimensions to
human-readable form. For that we use principal component
analysis (PCA) with the number of principle components
set to 2. In our case, PCA transforms the data to a new
coordinate system where the highest variance by some
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projection of the data comes to lie on the first coordinate
and the second highest variance on the second coordinate.
From Fig. 1-4 it can be seen that AttentionWalk could not
capture meaningful information, since there are no well-
defined clusters on the visualization. Role2vec and
Wikipedia2vec managed to group similar concepts in
several clusters, however Walklets show a better space
division than them. This correlates with the quantitative
results that were shown previously.

Conclusions. In this paper, we reviewed several
graph embedding approaches for the problem of Wikipedia
link prediction, namely Wikipedia2vec, role2vec,
AttentionWalk and Walkets. Qualitative and quantitative
results show that Walklets due to its implicit multiscale
relationship capture system have more expressive power
for the given problem.
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Fig. 1. Role2vec embeddings reduced to 2-D by PCA
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Fig. 2. AttentionWalk embeddings reduced to 2-D by PCA

Walklets embeddings PCA
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Fig. 4. Wikipedia2Vec embeddings reduced to 2-D by PCA

We consider the following research directions valid
for future work: the creation of a standard benchmark
dataset for link prediction of sufficient size to test accuracy,
speed and scalability of graph embedding approaches;
experimenting with new architectures, that would capture
more information inherent to the link prediction problem,
since our work did not achieve perfect prediction accuracy.
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