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TOPIC SEGMENTATION METHODS COMPARISON ON COMPUTER SCIENCE TEXTS

The demand for the creation of information systems that simplifies and accelerates work has greatly increased in the context of the rapid
informatization of society and all its branches. It provokes the emergence of more and more companies involved in the development of software
products and information systems in general. In order to ensure the systematization, processing and use of this knowledge, knowledge management
systems are used. One of the main tasks of IT companies is continuous training of personnel. This requires export of the content from the company's
knowledge management system to the learning management system. The main goal of the research is to choose an algorithm that allows solving the
problem of marking up the text of articles close to those used in knowledge management systems of IT companies. To achieve this goal, it is necessary
to compare various topic segmentation methods on a dataset with a computer science texts. Inspec is one such dataset used for keyword extraction and
in this research it has been adapted to the structure of the datasets used for the topic segmentation problem. The TextTiling and TextSeg methods were
used for comparison on some well-known data science metrics and specific metrics that relate to the topic segmentation problem. A new generalized
metric was also introduced to compare the results for the topic segmentation problem. All software implementations of the algorithms were written in
Python programming language and represent a set of interrelated functions. Results were obtained showing the advantages of the Text Seg method in
comparison with TextTiling when compared using classical data science metrics and special metrics developed for the topic segmentation task. From
all the metrics, including the introduced one it can be concluded that the TextSeg algorithm performs better than the TextTiling algorithm on the
adapted Inspec test data set.
Keywords: topic segmentation, TextTiling, TextSeg, Inspec, IT Companies, computer science texts.

B. €. COKOJI, B. O. KPUKYH, M. O. BIVIOBA, 1. /1. IEPEITEJIHIA, B. B. IYCTOBAPOB
MOPIBHAHHSA METO/IIB CETMEHTAIIIl TEM 3A TEKCTAMHM 3 KOMII'IOTEPHUX HAYK

IMonuT Ha CTBOpEHHsI iHPOPMALIHIX CHCTEM, 1[0 CIPOIIYIOTh 1 MPHCKOPIOIOTH POOOTY, 3HAYHO 3pic B yMOBaX CTPIMKOI iH(opMaTH3allii cycmiibcTBa
Ta BCiX coep aismpHOCTI. Ile moB’s3aHO 3 MOABOO BCE OLNBIIOI KiTBKOCTI KOMIIaHiH, MO 3aiiMaroThCs PO3pOOKOI0 NPOrpaMHUX TPOAYKTIB Ta
iHpOpMaLIHHUX CHUCTEM B IIJIOMY. 3 METOI0 3a0e3NeyeHHs cucTeMaTH3allii, 0OpOOKH Ta BUKOPHCTAHHA LMX 3HAHb BUKOPHUCTOBYIOTHCSI CUCTEMH
ynpaBiaiHHS 3HaHHAMU. OHUM 3 TOJIOBHUX 3aBlaHb [T-KoMmmaHii € nocriiiHe HaBYaHHS nepcoHaiy. i1 1boro moTpiOHO €KCIOPTYBATH KOHTEHT i3
CHCTEMH YTIPaBIIiHHS 3HAHHAMH KOMIIaHii B CHCTEMY yNpaBlliHHA HaB4aHHAM. OCHOBHOIO METOIO JIOCII/UKEHHS € BHOIp aNrOpHTMY, SIKHH JT03BOJISE
BUPIIINTH 33/ia4y PO3MITKH TEKCTy CTaTed, ONM3bKMX 1O THX, IO BUKOPHCTOBYIOTBCS B CHCTEMax yHpaBiiHHsS 3HaHHsMH IT-kommawiit. Jljst
JIOCSTHEHHS 11i€1 METH HEOOXiJHO MOPIBHATH Pi3HI METOIM CErMEHTAIlil TeM Ha HabOpi JaHUX 3 TEKCTaMH 3 KOMIT IOTEpPHHX Hayk. Inspec € ogHuM i3
TaKnX HaOOpiB JIAHMX, SKi BUKOPHCTOBYIOTHCS IS BUIIICHHS KIIFOYOBHUX CIIiB, i y I[bOMY JIOCTI/PKEHHI BiH OyB a/laNTOBaHMH 10 CTPYKTYpH HabOpiB
JIaHMX, SIKI BUKOPUCTOBYIOThCS Ut npobuiemu cermenranii TeM. Meroau TextTiling i TextSeg Oynau BUKOpHCTaHI IJIsl TIOPIBHAHHS JESIKUX a00pe
BIJOMHMX IIOKa3HUKIB HAayKd NPO JaHI Ta KOHKPETHUX MOKA3HMKIB, SIKI CTOCYIOTbCS NpoOjeMH cermMeHTamii Tem. Takox Oyna BBeaeHa HOBa
y3arajgpHeHa MeTpHKa I IOPIBHSAHHS pe3yibTaTiB I 3ajadi CerMeHranii TeM. Yci HporpamHi peajizamii aiaropuTMiB HalMCaHi MOBOIO
nporpamyBanHs Python i npencraBnsiioTh cobor0 Hadip B3aeMonoB’si3aHuX (yHKIiH. OTpUMaHO pe3yabTaTH, IO AEMOHCTPYIOTh IEPEeBard METOIY
Text Seg y nopiBusiHHI 3 TextTiling 3 BUKOPUCTaHHSAM KJIaCMYHUX METPUK HAYKH TPO JaHi Ta CHELiaIbHUX METPUK, PO3POOJICHUX JUIS 3aBIaHHS
cerMeHTalii TeM. 3 yciX MeTpHK, BKJIIOUaOuH BBEIEHY, MOXKHA 3pOONTH BUCHOBOK, mo anroput™ TextSeg npamtoe kpare, Hix aaroput™ TextTiling
Ha aJanToBaHOMY Ha0Opi TeCTOBUX JaHMX Inspec.
Kurouosi ciioBa: cermentanis tem, TextTiling, TextSeg, Inspec, IT-komnaHii, TEKCTH 3 KOMIT IOTEpPHHUX HAYK.

B.E. COKOJI, B. A. KPHKYH, M. A. BEJIOBA, H. /]. IIEPEIIEJIHI[A, B. B. 1YCTOBAPOB
CPABHEHUME METOJ0B CETMEHTAIIUU TEM HA TEKCTAX IO KOMIIBIOTEPHBIM HAYKAM

Crpoc Ha co3gaHue HHPOPMAIMOHHBIX CHCTEM, YIIPOLIAIONINX U YCKOPSIOIINX PaboTy, 3HAYUTEIFHO BO3POC B YCIOBUSX OBICTPON MH(pOpMATH3AIMI
obmecTBa M BCEX €ro cdep ACATENBHOCTH. DTO CIOCOOCTBYET —TIOSBICHHIO BCE OOJBINEro 4icia KOMIIAHWH, 3aHMMAIOIMXCS pa3paboTKOi
[POrpPaMMHBIX MPOAYKTOB W HMH(OPMAIMOHHEIX CHCTEM B IenoM. [l oOecredeHns: CHCTEMAaTH3aliy, 0OpabOTKH M HMCIONB30BAHUS ITHX 3HAHMM
HCTIONB3YIOTCSI CHCTEMBI ynpapiieHHs 3HaHMsAMH. OnHa W3 OCHOBHBIX 3anad IT-kommaHuWil - HempepblBHOE OOydeHHe IepcoHana. JTo Tpedyer
9KCIIOPTa KOHTEHTA W3 CHCTEMBI YIPABJICHUS 3HAHWSIMH KOMIIAaHUH B CHCTEMY yIpaBlieHHs oOydeHHeM. OCHOBHas IIeNb HCCIICIOBAHUS - BHIOpATh
AITOPUTM, TTO3BOJISIIONINI PELINTh 3aa4y Pa3METKH TEKCTa cTareil, OJIM3KUX K TeM, KOTOPBIE HCHOIB3YIOTCS B CHCTEMax ynpasiieHus 3HaHusMu 1T-
KoMIaHui. [t TOCTHXKEHUsT ATOM ey HEOOXOMMMO CPABHHUTH Pa3iIMYHbIe METOABI TEMATHUECKON CEerMEHTAl[MU B HaOOpe JaHHBIX C TEKCTaMH IO
KOMITBIOTEpHIM HaykaM. INSPEC - oMH M3 TakuX HAOOPOB JAHHEIX, UCHOJIB3YEMBIX U M3BJICUCHHS KIIOUYEBBIX CJIOB, H B JaHHOM HCCJIEJIOBAHUH OH
OBUT aJanTHPOBaH K CTPYKType HAOOPOB JAHHBIX, UCIIOIB3YEMBIX JJIsi TeMaTudeckoil cermentanuu. Meronsl TextTiling u TextSeg ncnonb3oBanuck
JUISL CPAaBHEHUsSI HEKOTOPBHIX XOPOIIO M3BECTHBIX IOKa3aTeledl HayKH O JaHHBIX M KOHKPETHBIX IOKa3aTesei, KOTOpbIE OTHOCATCS K MpoOieme
cerMeHTaluu Tembl. Takke ObUIa BBeAEHa HOBas OOOOLICHHAs METpHKA I CPAaBHEHHs pe3yJbTaTOB JUIS 3ajaud CerMeHTaluu TeM. Bce
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HPOrpaMMHBIE PeaH3alliy AIrOPHTMOB HAIIMCAHbI Ha sA3bIKE MporpaMMmupoBanus Python n npencrapisior co0oif HAOOP B3aMMOCBSI3aHHBIX (BYHKIIHH.

beimm IOJIYUE€HBI PE3YyJIbTaThl, IIOKA3bIBAIOIIUE MPEUMYIIECTBA METOAA

TextSeg no cpasHenuto ¢ TextTiling npu cpaBHEHHH C HCIONB30BaHHEM

KJIACCHYECKMX METPHMK HAYKH O JAHHBIX M CHELHAIbHBIX METPUK, Pa3pabOTaHHbBIX Ul 3aJ[a4l TeMaTH4YecKoil cerMeHTanuu. Ilo BceM mokasaTensiM,
BKJIIOYAs PEIOKEHHBIN, MOXKHO CIeNaTh BBIBOM, YTO ajuroputM TextSeg paboraer jydmie, yem anroputMm TextTiling Ha amanTupoBaHHOM Habope

TECTOBBIX TaHHBIX Inspec.

KaroueBble ciioBa: Tematnueckas cermentauus, TextTiling, TextSeg, Inspec, UT-koMmaHu#, TEKCTHI 0 KOMITBIOTEPHBIM HayKaM.

Introduction. In the context of the rapid
informatization of society and all its branches, both daily
and professional activities, the demand for the creation of
information systems that simplifies and accelerates work
has greatly increased. This need provokes the emergence
of more and more companies involved in the development
of software products and information systems in general.
Also, at the same time, there is a development of
technologies, working tools in the whole market and the
accumulation of practical experience of individual IT
companies. In order to ensure the systematization,
processing and use of this knowledge, knowledge
management systems are used.

One of the main tasks of IT companies is continuous
training of personnel to improve their qualifications and
ensure greater work efficiency. For this purpose, content
from the company's knowledge management system must
be exported to the learning management system. To export
this content, it must be marked up, which means
segmented into different thematic areas with a specific set
of keywords. In order to segment the text into thematic
sections, it is necessary to solve the problem of topic
segmentation, for which some well-known methods can
be used. These methods have worked well when testing,
mainly on news texts. But the main topics, knowledge of
which is accumulating in IT companies, is computer
science.

The purpose of this work is to compare the
effectiveness of some well-known topic segmentation
methods on a dataset on computer science topics, which
will help in the future to implement an appropriate
component for a knowledge management system when
preparing content for export to a learning management

system.

Topic segmentation methods classification. The
task of topic segmentation is to select from the text those
parts that will describe only certain topics that are
different in nature (the task of linear segmentation) or
those parts that will be different in the degree of
description detailing of a particular topic, in other words,
to highlight some subtopics (hierarchical segmentation
task) [1].

Topic segmentation methods classification is given
on fig. 1.

Some methods use lexical cohesion or similarity
metric that characterizes the similarity degree of some
parts of the text, while looking for areas that are
characterized by the least similarity and are perceived as
segment boundaries or vice versa, group areas that are
characterized by the greatest similarity using clustering
[1]. Examples of these methods are:

e TextTiling (Hearst 1997) [2];

e LCSeg (Galley et al. 2005) that uses lexical
chains and is applied mostly to dialogue data [3];

e some supervised classification approaches
(Georgescul et al 2006) [4];

e Dot-Plotting (Reynar 1994) [5] that is the most
famous one from clustering approaches.

Methods that use generative models involve the
creation of a specific model that characterizes the text
generated as a set of topics, which in turn generate the
original vocabulary characteristic of this topic. Based on
this, if it is possible to distinguish topics from the existing
vocabulary in the text, you can determine the boundaries

of these existing generated topics in the same way
[1]. Examples of these approaches are:

Topic Segmentation Methods

!

Based on Changes in Content

g !

Based on Distinctive Combined
Boundaries Features Approaches

l

Based on Lexical Cohesion or Similarity Metric

Generative Models

Based on

|
!

Similarity-based clustering

Based on Changes in
Lexical Similarity

Fig. 1. Topic segmentation methods classification
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e Hidden Markov Models methods (Mulbregt et al.
1999 [6]; Yamron et al. 1998 [7]);

e Latent Concept Modeling (Blei and Moreno
2001) [8], namely the Probabilistic Latent Semantic
Indexing (pLSI) and Latent Dirichlet Allocation methods;

e Compact Language Modeling methods, such as
TextSeg (Utiyama and Isahara 2001) [9] and its
modification with LDA by Eisenstein and Barzilay (2008)
[10].

Evaluation metrics. Many classification problems
use a standard approach based on the calculation of
precision, recall, and F-score metrics. This approach can
be applied to the problem of topic segmentation, but it
does not consider the degree of approximation of the
correct answer from the actual segment boundaries.
Therefore, in order to assess the quality of classification
problems, several other approaches have been proposed
[1].

The first measure was P,, which indicates the
probability of segmentation error, so the value of this
measure can be obtained in the range from 0 to 1 [1, 11].
To calculate the value of Py, the concept of a window the
size of k sentences is used, which moves along the entire
text. The indicative function §,(i,j) is 1 if the sentences i
and j belong to the same segment, and 0 - otherwise. To
determine whether there is an error between the correct
segmentation R and the predicted segmentation H, the
XOR operator is used, which is equal to 1 in the case of
discrepancy of binary operands. Thus, the value of P, is
calculated by the following formula, where N is the
number of sentences, and K is the length of the window [1,
11]:

SN+ k) @ 8r(i i+ k)

D) 1)

Py,
The value of P, has significantly improved the
quality of evaluation compared to classical metrics, but
there are possible situations when either false negative
boundaries or false positive ones go unnoticed [1, 12]. To
solve this problem, a measure WD was proposed, in which
by (i,j) determines the number of boundaries between the
sentences i and j, which was provided by the algorithm.
Based on this value, WD can be calculated as follows [1,
12]:

YFUb G+ k) = br(i i + k)| > 0]

Wb = (N —k)

)

Methods. TextTiling. One of the topic segmentation
algorithms is TextTiling, which involves dividing the text
into  paragraphs depending on their thematic
characteristics. To characterize the thematic structure,
features based on the metrics of lexical co-occurrence
patterns are used. The algorithm itself consists of three
main stages [2]:

o tokenization (and appropriate pre-processing of

the text);

e lexical score determination;

e segment boundaries identification.

The purpose of the first stage (tokenization stage) is

to bring the original data set to a single format, which
includes pre-processing and data filtering. Also important
points of the tokenization stage are bringing all words to
one register, filtering stop words (which are frequent in
the language and do not have any specific thematic
characteristics of the text), as well as bringing words to
the original morphological form (lemmatization). At the
end of the pre-processing, pseudo-sentences containing w
words are formed in order to bring the sizes of sentences
to the same values. The obtained pseudo-sentences are
called token-sequences in terms of the given algorithm
[2].

In the second stage of the algorithm, lexical
similarity metrics are determined for each gap between the
token sequences, i.e. between some blocks of text before
and after the gap. There are several approaches to
determining this value. In the method based on the
comparison of blocks, the general similarity between the
lexical characteristics of adjacent blocks is calculated. The
length of the block is marked as k and is the number of
sentences that are compared with each other and
characterizes the approximate size of the topic segment. If
the gap between certain token sequences is denoted as i,
then the value score(i) is assigned to it. The score(i) value
characterizes how similar the blocks are from the token
sequence i-k to i and from the token-sequence i+1 to
i+k+1. The corresponding blocks are denoted as bl (bl =
{token-sequence (i-k), ..., token-sequence (i)}) and b2 (b2
= {token-sequence (i+1), ..., token-sequence (i+k+1)}).
Based on this, the score(i) value (from 0 to 1) is calculated
by the following formula, where t includes all words that
were processed at the tokenization stage, except all the
stop words, and w,;, denotes the value from the table (in
this case the number of occurrences) for the word t in
block b [2]:

Xt Wt b, Wt,b,

f ' (3)
2t Wtz,bl Xt Wtz,bz

The last third stage of the algorithm is to determine
the boundaries between the segments. For each interval, a
depth score is determined, i.e. it determines how evident
are the signs of topic change between the two sides to the
left and right of this gap. This depth score is calculated as
the sum of the differences between the left and right
similarity values between the largest vertex on each side
of the gap (left and right, respectively) to the value in that
gap. So, the deeper valleys on the diagram get higher
values of this depth score. The depth scores are sort and
boundaries are determined - the higher the value, the more
likely the segment boundary is in this gap [2].

Methods. TextSeg. TextSeg is one of the examples
of generative methods of topic segmentation, the essence
of which is the assumption that the text is generated based
on a certain sequence of topics, which in turn have their
own models of language, i.e. the probabilities of meeting
words. In this case, having such models, segmentation is
performed in such a way as to maximize the likelihood,
calculated from the data from which these language
models were formed. This approach does not use data to
train the model, building language models directly from

score(i) =
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the data for which segmentation is performed [1, 9].
Assume that there is some text composed of n words
(W=w,w, ...w,), while the desired segmentation is
expressed as S=s;S, ...Sp,, Where m is the number of
segments. Suppose that n; is the number of words in the
segment S; and wji defines the j-word in the segment S;,

then W; = wiw} ..wi. Assume that f;(w}) denotes the
is the number

number of words in W; the same as wji; k-
of unique words in W.

To find the most likely segmentation, the cost of
segmentation C(S) has to be minimized. The formula for
calculating C(S) value is expressed as [9]:

ces) =Zc(w{w£ why[n.k) =
m ng (4)
ZZ ngl( )+1+logn.

It is possible to use words or individual sentences as
structural units for algorithm. Assume that the sentences
are chosen as structural units, then g; defines the interval
between several adjacent sentences i and i+1. In this case,
it is possible to determine the graph G = <V, E> (V is the
set of vertices, E is the set of edges), where:

V={g;l0<i<n}

E={ejl0<i<j<n} ®)

The edge e;; begins in g; and ends in g;,

respectively.

The algorithm can be divided into 2 stages [9]:

1) calculate the value of ¢;; = c(W; 1 Wiy ... wjn, k)
for all the corresponding edges e;; where 0 <=i <j <=n;

2) find the least cost path between vertices g, and
In-

To find the least cost path, any algorithm that solves
a given problem can be used. For example, an approach
based on dynamic programming, one of which is the
Dijkstra algorithm can be applied [9].

Method adaptation and implementations for
testing. In order to compare the algorithms according to
the given metrics, it is necessary to have their software
implementations, in this case for the TextTiling and
TextSeg methods. The algorithm of the TextTiling method
is shown on fig. 2 and for the TextSeg method on fig. 3.
Models are presented in the UML activity diagram
notation.

The peculiarity of the TextSeg algorithm adaptation
for the problem is the process of creating a matrix of
estimates and its size. The original algorithm involves the
input of text and the creation of a matrix of estimates that
has the size of the number of words in the text. According
to this original version, the boundaries of the segments are
defined, which do not have to be at the end of the
sentence, because they can also be in the middle of the
sentences.

Prepare input

data

(tokenize,

array of

Token_seq - q of sizew
Unique_tokens - unique tokens from all the text

paragraph_breaks - positions of paragraph break tokens

gap_index=1

scores - empty lis

no

Gutoff = mean(scores) - stdev( )2 inge zﬁ
boundaries = emptynst gap_index
core_index =

IR

score_index < len(scores)

depth_left = difference from peak score to the left
side of score_index gap and scores[score_index]
depth_right = difference from peak score to the right
side of score_index gap and scores[score_index]
depth_score = depth_left +depth_right

no X yes

depth_score >= cutoff

len(token_sequences)

L

Ccurrent_k = min(gap_index, k, len{token_seq_Is) - gap_i ndex))

Vi

token_seq[gap_index]]
after_count = map of word counts in [token_seq[gap_index + 1],
token_segfgap_index + current_K]]

[Beforeouums = map of word counts in [token_seq[gap_index - currenth,}

‘or each token in unique_tokens
numerator += (before_cnt[token] * after_cnt[token])
before_square_sum += (before_counts[token] » 2)
after_square_sum += (after_counts[token] # 2)
denominator = sqrt(before_square_sum *
after_square_sum)

I

(m_m ( boundaries += 1 )

(uumeratoridenominator )

Fig. 2. TextTiling algorithm (algorithm)
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Prepare input data (tokenize,
lemmatize)

test texts - sentence unit ari

of array of lemmatized words

list_of_c_ij - empty list

log_n = number of words in test_texts
k= number of unique words in test_texts

with weight = w

edges - empty array of Edge object D no >k
where Edge(i, j, W) represents an edge from iton

y

foriand j from0 to len(test texts)
edges += Edge(i, ], list_of c_ij[i[])

source =0

N = len(test_texts) +1

graph = Graph(edges, N)

where Graph represents graph containing list of edges with N vertices

\

E)ath =shortest_path(graph, source, N) ]

where shortest_path is a function that finds a shortest path using Dijkstras

algorithm

T<len(test_texts

s
n

s X -
b4 v

temporary texts - test texts sublist fromi to j

j <=len(test_texts)

n_i = number of words in temporary_texts
unique_words_dict - dictionary of all the words
in temporary_texts to its counts

accumulate =0

for each word in each sentence from temporary_texts:
accumulate += Tog((n_i + K)/{unique_words_dic

d1+1»]

list_of c_ijfi][j] = accumulate
L e log_n
j+=1

Fig. 3. TextSeg algorithm (algorithm)

Thus, in the given problem solution segment
boundaries should be exclusively within the limits of the
end of the previous sentence. The last available index in
the rows and columns of the estimates matrix will be
equal to the number of sentences fed to the input of the
topic segmentation algorithm.  Element ¢;; of the
estimates matrix corresponds to the segment estimate that
begins before the sentence i beginning and ends after the
sentence j. In the original algorithm, the process of pre-
segmentation into sentences is absent, and that is why the
number of words between the elements of the matrix i and
j in the original algorithm is always equal to one.

It should be noted that in fig. 3 some elements are
highlighted to describe points that show how this
algorithm was adapted.

All software implementations of the algorithms are
written in Python and represent a set of interrelated
functions. In the future, the program code can be
supplemented with logic that will allow deploying the
component for topic text segmentation as a restful web
service for its interconnection with the component of the
knowledge management system.

Results. Inspec Dataset Adaptation. To test the
effectiveness of these algorithms, we need to generate test
data, for which the correct answers must be marked. For
these purposes, in the field of topic segmentation, a large
number of test data sets are used on various topics,
including news broadcasts. However, for the purposes of
this research, it is necessary to use data that are close to
those used for organizations in the field of information
technology. There are several such test data sets on the
subject of computer science, which were created for the
task of forming a set of keywords and phrases. For
example, Inspec consists of 2,000 different abstracts of
articles on computer science, taken from scientific

sources, and related keywords and phrases,

Accordingly, this test data set Inspec was adapted to
the problem of topic segmentation of the text. This uses an
approach similar to that used by Choi in his work and
many others who took the same test data set or adapted it,
based on the same data combination principle to check the
quality of text segmentation according to their thematic
content. The data set used in Choi's work consists of
artificially generated documents based on documents from
the Brown corpus. This approach involves random
selection of a document from the Brown corpus, then the
first 3-11 sentences are taken from this document and
these sentence are perceived as a segment. A combination
of 10 such segments creates a single text in the Choi
dataset [13].

The final data set for testing algorithms consists of
fifty texts, each of which is ten segments long, each of the
segments is one of the abstracts included in the Inspec.
Accordingly, the boundaries of the segments are
considered as a transition between one text from Inspec to
another.

Two approaches to the formation of text units were
used for testing. The first one is that individual sentences
are the input units of the algorithm. The second one is to
combine the individual sentences of each segment into
paragraphs with a maximum length of three sentences. For
example, if the segment consists of 7 sentences, then the
first unit will be 3 sentences long, the second one will be
also 3 sentences long, and the third one will be 1 sentence
long.

Results. Algorithm efficiency comparison. To
determine the efficiency of the algorithms, 5 metrics were
used, namely precision, recall, F-score, P,, WD.
Accordingly, lower values of P, and WD indicate better
results of topic segmentation. A comparison of these
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metrics for algorithms is given in table 1 for the first test
data approach (without combining sentences in para-
graphs) and in table 2 for the second one (with combining
some sentences of the segment in paragraphs).

Table 1 — Metric values comparison for the first test data

approach
Algorithm | Precision | Recall | F-score Py WD
TextTiling 0.2676 0.34 0.2995 | 0.3462 | 0.3973
TextSeg 0.8526 0.74 0.7923 | 0.1082 | 0.1110

Table 2 — Metric values comparison for the second test data

approach
Algorithm [ Precision | Recall | F-score Py WD
TextTiling | 0.5662 | 0.6178 | 0.5909 | 0.3054 | 0.2848
TextSeg 0.9417 | 0.8133 | 0.8728 | 0.0866 | 0.0866

It should be noted that in table 1 and table 2 the
results of TextTiling are given with the parameters w =
30, k = 5, and conservative measure for cutoff (HC). For
better visualization of the results, the algorithms are
compared using histograms for each metric (fig. 4-8).
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In order to summarize the results, it was decided to
introduce a new metric that considers each of the above,
namely the F-metric in combination with the error
probabilities of the classifier P, and WD. If this metric is
called Tj,,, then its calculation can be expressed in the
form given in the formula:

1 1 F
<3pk' tawp T T) (6)
100
where P, — P, value in percentage;

Tg en —

WD’ — WD value in percentage;
Fg' — Fg (F-score) value in percentage.

0.7
0.6
05
04
03
0.2
01

Sentences Paragraphs

M TextTiling W TextSeg

Fig. 6. F-score results comparison

0.3462
0.0866

0.2054
03
025
02
015 0.1082
0.1
o -
0

Sentences Paragraphs

B TextTiling W TextSeg

Fig. 7. Segmentation error probability (P,) results comparison

0.45

0.3973

04
035

03 0.2848
0.25

0.2
0.15 0.111

0.0866

0.1
s -
0

Sentences Paragraphs

W TextTiling mTextSeg

Fig. 8. Windows diff (WD) results comparison

Each of the metrics, which is generalized in T,
was given the same weighting factor. In this case, the
error probability value was presented in reverse due to the
fact that larger values of P, and WD describe a worse
algorithm, in contrast to the Fj value.

A comparison of this entered metric Ty, for
algorithms is given in table 3 for two different test data
approaches.

Table 3 — Tj,,, values comparison for different test data

approaches
First test data Second test data
Algorithm approach (sentences | approach (paragraphs
level) level)
TextTiling 0.1 0.1972
TextSeg 0.2647 0.2917

To better illustrate the difference in the indicator
Tyen, the results of the algorithms are shown in fig. 9.
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