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DETERMINE RECOMMENDATION SYSTEMS TO SEARCH FOR BOOKS BY PREFERENCES OF
WEB USERS

Currently, the question of state, formation and development of the information source interaction system, the scientific interaction and users' requests
in certain fields of activity remains relevant under the conditions of the development of the use of Internet services. Recommendation systems are one
of the types of artificial intelligence technologies for predicting parameters and capabilities.
Due to the rapid increase in data on the Internet, it is becoming more difficult to find something really useful. And the recommendations offered by the
service itself may not always correspond to the user's preferences. The relevance of the topic is to develop a personal recommendation system for
searching books, which will not only reduce time and amount of unnecessary information, but also meet the user's preferences based on the analysis of
their assessments and be able to provide the necessary information at the right time. All this makes resources based on referral mechanisms attractive
to the user. Such a system of recommendations will be of interest to producers and sellers of books, because it is an opportunity to provide personal
recommendations to customers according to their preferences.
The paper considers algorithms for providing recommender systems (collaborative and content filtering systems) and their disadvantages.
Combinations of these algorithms using a hybrid algorithm are also described. It is proposed to use a method that combines several hybrids in one
system and consists of two elements: switching and feature strengthening. This made it possible to avoid problems arising from the use of each of the
algorithms separately.
A literature web application was developed using Python using the Django and Bootstrap frameworks, as well as SQLite databases, and a system of
recommendations was implemented to provide the most accurate suggestion. During the testing of the developed software, the work of the literature
service was checked, which calculates personal recommendations for users using the method of hybrid filtering. The recommendation system was
tested successfully and showed high efficiency.

Keywords: Artificial intelligence, Recommendation system, Collaborative filtration, Content filtration, Hybrid algorithm, literary service, web
application, switching, feature enhancement.
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BU3HAYEHHSI PEKOMEHJALIIMHAX CACTEM JIJIS1 HOIIYKY KHUI 3A YIIOJOBAHHSIM
BEBKOPUCTYBAYIB

B naHwmit yac muTaHHA MPO CTaH, (OPMYBAHHS i PO3BUTOK CHCTEMH B3aeMOMIl ukeper iH(opmarlii, HayKoBOI B3a€MOJIi i 3amUTiB KOPUCTYBayiB B
OKpeMHX cepax AisTTbHOCTI 3aHIIAEThCS aKTYalbHUM B YMOBaX PO3BHUTKY BHKOPUCTaHHS iHTepHET-cepBiciB. PekoMeHpamiiiHi cucteMu — OIMH i3
BUJIIB TEXHOJIOTIH IITYYHOTO IHTENEKTY JUIS epe0aueHHs TapaMeTpiB Ta MOXKIIMBOCTEH.
UYepes cTpiMke 301IbIICHHS JaHUX B MEPEXi [HTepHET cTae CKIaaHIIIe 3HANTH [I0Ch CIIPaBAi KOPHCHE. A PeKOMEH/IAL], 110 IPOMOHYE CaM CepBic, He
3aBKAM MOXKYThb BIAIOBIiZAaTH BMOZOOAHHSM KOPUCTYBa4ya. AKTYaIbHICTh TEMH MOJSITAE B TOMY, 100 PO3POOHTH MEPCOHAIBHY PEKOMEHIAL[NHHY
CHCTEMY TMONIyKy KHHUT, IO HE TiIbKM 3MEHINMTh YacOBi BUTpaTH Ta KiNbKiCT HEMOTpiOHOI iH(opMmamii, a i BiAmoBizaTEMe BIOKOOAHHAM
KOpUCTyBaua Ha OCHOBI aHali3y iX OILIHOK Ta 3MOXKE HaJaTh HEoOXigHy iHpopMalilo B moTpiOHMil yac. Bce 1ie poOUTH pecypcu, 3acCHOBaHI Ha
pPEeKOMEHAAIIMHIX MeXaHi3MaX, MPUBAOIMBUMY JJIs1 KOpHCTyBaya. Taka cucrema peKOMEHAALiil 3alikaBUTh BUPOOHUKIB Ta MPOAABIIB KHUT, 00 Iie
MO>XKITUBICTh HaJIaBaTH NEPCOHATBHI PeKOMEHMAIIT KIIiEHTaM 3a 1X BIOJXOOAHHIMY.
VY CTaTTi pO3rIANAIOTECS aNrOPUTMHU HAJIAaHHS PEKOMEHIALIHNX cucTeM (KoJabopaTHBHA Ta KOHTEHTHa cucteMu (inbrpaniid) i ix Hemomiku. Takox
onucaHi KOMOIHALIl WX aJrOPUTMIB 3 BUKOPHUCTAHHSAM TiOPHAHOTO anroputmy. IIpONOHYeThCS BUKOPHUCTOBYBATH METOJ, SIKUil 00'€lHYe KinbKa
riOpH/IiB B OHY CHCTEMY i CKIaJaeThCsl 3 ABOX €IEMEHTIB: IEPEMHUKAHH 1 TOCHIICHHS 03HaK. Lle 103BONMII0 YHUKHYTH Ipo0iIeM, 0 BUHUKAIOTE IIPU
BHUKOPHCTAaHHI KOYKHOTO 3 aJITOPUTMIB OKPEMO.
Byno po3pobieno nitepatypHuii Bebmonarok 3a gornomororo Python i3 3actocyBanusM ¢peiimBopkiB Django Ta Bootstrap, a Takox 6a3 nanux SQLite,
1 BIPOBADKEHO IO CHCTEMY pPEKOMEHIAIM U HaJaHHS HAWOUIBII TOYHMX NPOMNO3MIIHA. Y XOIi TecTyBaHHS PO3POOJIEHOro HPOrpaMHOIO
3a0e3neyeHHs OyJ0 MepeBipeHo poOoTy JITEPaTypHOTO CEpBiCy, IO PO3PAXOBYE MEPCOHANBHI PEKOMEHIANii sl KOPUCTYBayiB, BUKOPUCTOBYIOUH
Metoz ribpuasoi ¢inbrpamnii. PekoMeHnamiiiHa cucteMa mpoIiIia TeCTyBaHHS YCIIIIHO Ta MI0Ka3aia BUCOKY e(EeKTHBHICT.

KarodoBi cioBa: ImTydHMH iHTENeKT, cHCTeMa peKOMEHAamii, crmimbHa QibTpariis, KOHTEHTHa OinbTpamis, TiOpUIHMN aITOPHTM,
JITepaTypHU cepBic, BeOJ0IATOK, MEPEMUKAHHS, TOCUICHHS O3HAaK.

M. M. KO3YJIA, B. B. CYIIIKO

OINNPEAEJIEHUE PEKOMEHIALIMOHHBIX CUCTEM UISI IIOUCKA KHUTI 11O
MPEJANOYTEHUIO BEBITOJIb30BATEJIENA

B HacTosimee BpeMsi BONPOC O COCTOSIHUHM, (OPMHPOBAHHUM M Pa3BUTHH CHUCTEMbl B3aUMOJECWUCTBHS HCTOYHUKOB HMH(POpMALUK, HAYYHOTO
B3aUMOJICHCTBHS M 3alpOCOB MOJb30BaTENCH B OTACIBHBIX cepax ACATENFHOCTH OCTACTCS aKTyalbHBIM B YCIOBHSX Pa3sBUTHUS HCIOJIB30BAHUS
HMHTEPHET-CEPBUCOB. PeKoMeH1aTeNbHbIE CUCTEMBl — OJIMH W3 BHJOB TE€XHOJIOTMH MCKYCCTBEHHOI'O MHTEIIEKTa JUIS MpPEACKa3aHus MapamMeTpoB U
BO3MOXHOCTEH.

W3-3a CTpEeMUTENFHOTO YBENMUYCHUS! JAHHBIX B CETH VIHTEPHET CTAHOBHUTCS CIOKHEE HAWTH YTO-TO JACHCTBUTENBHO IMOJE3HOE. A PEKOMEHIaluH,
KOTOpBIE TIpEe/iaraeT caM CepBHC, HE BCErJa MOTYT COOTBETCTBOBATH MPEINOYTEHHSM IT0Jb30BATENs. AKTYalbHOCTh TEMBI COCTOMT B TOM, YTOOBI
pa3paboTaTh NEepPCOHATBHYIO PEKOMEHIATENBHYIO CUCTEMY ITIOMCKA KHUT, KOTOpasi HE TOJILKO YMEHBIIUT BPEMEHHBIE 3aTPAThl U KOJTMYECTBO HEHYKHOM
uHpOpManuKM, HO M OyIeT COOTBETCTBOBATh IIOJIb30BATEIBCKHM MPEINOYTCHUSIM HAa OCHOBE aHAllM3a WX OLEHOK M CMOXET NPEeIOCTaBUTh
HEeoOXOMMYIO MH(OPMAIMIO B HY)KHOE BpeMs. Bce 3To fenmaer pecypchbl, OCHOBaHHbBIE Ha PEKOMEHIATENbHBIX MEXaHH3MaX, IPHBIICKATEIbHBIMH JUIs
mojb3oBartens. Takas cucTeMa PeKOMEHIALNi 3aMHTEPECyeT MPOM3BOAUTENEH M MPOJABLIOB KHMT, MIOTOMY YTO 3TO BO3MOXKHOCTH IPEIOCTABIISTH
MePCOHAJbHBIC PEKOMEH/IAIIMH KJIMEHTaM MO MX MPEINOYTEHHUSIM.

B cTaThe paccMaTpUBAIOTCS ATOPUTMBI MPEOCTABICHUS] PEKOMEHIATENBHBIX CHCTEM (KOJUTabOpaTUBHAs U KOHTEHTHAs CHCTEMBI (GMIbTpaLyii) U HX
HenmocTaTku. Tarke OnmMcaHbl KOMOMHAIMM STHUX aJTOPUTMOB C MCIIOJIB30BaHMEM THOpuaHOTO anroputMma. [Ipemnaraercss MCHoONb30BaTh METOZ,
00BEAMHSIONIMN HECKOIBKO TMOPHIOB B OJJHY CUCTEMY M COCTOSILIHUI U3 BYX 3JIEMEHTOB: MEPEKIIOYCHUS U YCHICHHS NPU3HAKOB. DTO MO3BOJIMIO
n30eKaTh NpoOIeM, BOSHUKAIONINX TIPU UCTIONH30BAHIN KaXKIOTO U3 alrOPUTMOB B OTIEITEHOCTH.
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bbu10 pa3paboTano auTepaTypHOE BeOIpHiIOKeHHE ¢ moMolnbio Python ¢ mcnone3oBannem dpeiivBopko Django n Bootstrap, a Taxke 6a3 naHHBIX
SQLite, 1 BHexpeHa 3Ta CHCTEMa PEKOMEHIALMH Il HPEAOCTaBICHHsT Hanboee TOYHBIX HpELIoXKeHHil. B xome TectupoBaHMs pa3paboTaHHOIo
IIporpaMMHOro o0ecrieueHust Oblla HpoOBepeHa padoTa JIMTEPATYPHOrO CEPBUCA, PACCUMTHIBAIOIIETO IEPCOHAIBHBIC PEKOMEHIAUUM UL
0JIb30BATENCH, HCIONb3Ys METOJ rmbOpuaHOi (uiabTpanun. PexoMeHaaTeNbHas CHCTEMa YCICIIHO INPOIUIA TECTUPOBAHUE M IOKA3aja BBICOKYIO

3G PEKTUBHOCTD.

KiroueBble c10Ba: HCKYCCTBEHHBIH HHTEIUICKT, CHCTEMa DPEKOMEHIAlMH, oOmas (uibTpauus, KOHTEHTHas (GUIbTpauus, THOPHIHBII
AJITOPUTM, JINTEPATYPHBIIl CEpBUC, BEOIIPHIIOKEHHE, IEPEKITFOUCHHE, YCHIICHUE IPH3HAKOB.

Introduction. The beginning of the XXI century is a
period of continuous increase in the number information
and technology development. The World Wide Web
provides everyone access to search engines, directories,
various web services, thereby provides a comfortable life
for each user. Many literary services provide user access
to reading books online. Everyone can find the right book,
read it and add to your library. Due to the rapid increase in
data on the Internet, it is becoming more difficult to find
something useful. However, the recommendations offered
by the service itself are not always can match the user's
preferences. Fortunately, information-filtering systems
offer an excellent solution to this problem.

The relevance of the topic is to develop a personal a
recommended book search system that will not only
reduce time costs and the amount of unnecessary
information, but will match the user's preferences based
on the analysis of their assessments and will be able to
provide the necessary information in the right time. All of
this makes resources based on referral mechanisms
attractive to the user. Such recommendation systems will
interest producers and sellers of books, because it is an
opportunity to provide personal recommendations to
customers according to their preferences.
Recommendations will be based on user’s preferences
using hybrid systems, which is what it is novelty of this
work.

Thus, the purpose of the study is to analyze and
determine the recommendation systems and the creation
of a literary web application based on the combination of
recommendation systems — collaborative and content
filtration, which is for the first time for literary services.

According to the work aim it is necessary to solve
the following tasks:

e description of the recommendation system and
ensuring its effectiveness;

e selection and modification of the method for
developing a recommendation system based on the
analysis of literature sources;

e implementation of the selected recommendation
system for program realization;

e development of literary service software.

Literature Review. Recommendation systems have
been introduced to meet the needs of the user and save
searching time for the literature he needs [1].

In the early 90s, the first works describing
recommendation systems [2] appeared — collaborative [3,
4, 5] and content [6, 7] filtration systems.

The author [8] described in his work the methods of
calculating recommendations for content and collaborative
filtering, as well as named their advantages and
disadvantages. And Amir Salihefendic in work [9] raises
the issue of ranking objects, which partially avoids the
problem of cold start.

Based on research, researchers [10, 11, 12]
concluded that collaborative filtering is much more
satisfying to the needs of users than content.

Recommendation systems (RS) are used both in the
commercial [13] sphere and in the entertainment [14]. The
study of RS in the music field was started in 2010 by [6].
Later, works were written [15, 16], which collected a
description of various concepts and methodologies for
such subject areas as data analysis, decision-making
systems, news and marketing.

In [17], the authors reviewed 26 articles and found
that in most cases, the recommendation systems use the
Baew approach or the tree-based approach for movies,
music, news, and products for web stores.

Xiang Li [18] proposed a multidimensional context-
sensitive RS method to improve the random forest
algorithm. Xibin Wang [19] uses a method to determine
user preferences based on their interests in the field of
films. And Mladen Marovic [20] compares methods for
predicting movie ratings for users.

In the article [21] was investigated that to avoid
problems of content and collaborative filtering is used
their combination — hybrid recommendation systems. The
first hybrid recommendation system combined two
methods of recommendations to achieve excellent
performance with a slight deficit of any individual [22].

In the work [21] are described different types of
hybrid systems. The [23] considers hybrid systems based
on probabilistic methods, such as neural networks,
Bayesian networks, clustering, hidden features (eg, SVD),
genetic algorithms.

Research on recommendation systems has been
developing rapidly in recent years, which confirms their
relevance and the need for further research. The use of
hybrid approaches is not limited to the use of a single
method of combining algorithms. If necessary, it can be
used several hybrids in one system. And the area of
reference systems of literature is insufficiently studied.
Therefore, in this paper is used several hybrids in one
system to predict the books rating for users.

The main problem in literary recommendation
services is "cold start" — after registration, the user is
provided with incorrect or no books for familiarization. In
this article, it is recommended to come to a combination
of recommendation systems by switching and enhancing
features that will solve the problem of "cold start" and
provide more accurate recommendations.

Methods. To predict the parameters and capabilities
is used artificial intelligence technologies:
recommendation systems, expert systems and decision
support systems [24].

Expert systems are narrowly focused: they provide
recommendations, analyze, classify and solve problems
through the examination of a human specialist [25].
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Decision Support System (DSS) is an interactive
computer automated system (software package) designed
to help and support various human activities in making
decisions about solving structured or unstructured
problems. The use of DSS provides a thorough and
objective analysis of the subject area in decision-making
in difficult conditions [26].

A recommendation system (RS) is a subclass of an
information filtering system that builds a rating list of
objects (movies, music, books, news, websites) that a user
can prefer. The recommendation system generates a list
individually for each user of the system based on a
preliminary analysis of the user profile: gender, age,
books reviewed, grades, etc. [25].

Based on the analysis of the collected sources of
information, conclusions were made about the advantages
and disadvantages of existing technologies and it was
decided that recommendation systems are best suited for
the task of researching model tools for determining the
preferences of web users.

RS is a replacement for search algorithms, as RS
finds objects based on the analysis of previous data, at a
time when another system may not even offer the right
one.

There are the following main approaches in creating
RS (fig. 1) [27]:

1) collaborative filtering;

2) content-based filtering;

3) hybrid filtering.

Recommender systems

y Y Y

Content based filtering Collaborative filtering Hybrid filtering

Y Y

Model based

Memory based

Fig. 1. Basic approaches to create recommendation systems

Collaborative filtering (CF) is a method of
recommendation that analyzes only the reaction of users
to objects: the ratings that users make to objects.
Estimates can be either explicit (the user explicitly
indicates how many "stars" he evaluates the object) or
implicit (for example, the number of openings per book).
The more estimates, the more accurate the
recommendations will be. This helps users filter objects.
Therefore, this method is also called joint filtering [28].

Content filtering or content filtering is based on
information about system elements that the user has
already evaluated in the past. This method analyzes data
about the properties of objects, such as genre, author,
publisher, and so on. The system can also use data on
views and evaluations of items. The content of this
method is that elements with similar content, users
provide similar benefits [10].

Recommended systems, which are based on
collaborative filtering, in contrast to content-based
filtering, analyze user data for their work, not system
elements. Each user is assigned a group of users with
similar preferences. Based on this, it is hypothesized that
users who have rated some objects in the past will
evaluate other objects in the future in the same way [29].

One of the main problems of RS is the Cold-start
Problem (CSP). It occurs when new elements appear in
the system — either new users (User Cold-Start), whose
preference history is empty, or new objects (Item Cold-
Start), which do not yet have ratings and / or a set of
features [21].

No less important problem of the recommendation
system is the problem of the bubble filter. Classic
recommendation systems offer users objects based only on
their previous preferences. As a result, the user finds
himself in an information environment in which he
observes only a limited number of objects of the same
type. The next problem is the considerable amount of
information that complicates the situation. For example,
some people are predictable and others are unpredictable,
which can lead to inaccuracies and ineffective results in
the recommendation system. Another problem can be
considered scalability: the more data, the more difficult it
is to find an accurate result [21].

Analyzing all the considered literature, it was
decided that none of the methods is effective alone for
creating recommendation system for program realization
of literary service software.

To use the strengths of different methods, as well as
to avoid the shortcomings of each of the algorithms, a
hybrid RS was created (fig. 2).

Hybrid recommendation systems include:

1) Weighted: each of the algorithms is assigned a
weighting factor, then a linear combination of ratings is
calculated for each of the objects. For example,
collaborative and content filtering types have been
combined. In this case, a list of recommendations will be
provided, which will list the books that were relatively
highly rated by both methods.

2) Switching: choosing one option among the
components of the recommendations depending on the
circumstances. This approach allows, for example, to
solve the problem of "cold start”, which is one of the
weaknesses of the method of collaborative filtration. For a
"cold user" whose benefits are unknown to us, we can use
to recommend the most popular documents or prepare a
"universal" set [30].

3) Mixed: simultaneous use of the recommendation
of different algorithms. Suppose we have several systems
of recommendations that we would like to combine. In
this case, you can set the mixing rules, and then show the
user all the recommendations, alternating them. This
method is suitable when the sources of recommendations
for us act as black boxes. It does not require the objects
rating calculation [31].

4) Cascade: The recommendations are given clear
priority, with the lowest priorities breaking the links in
winning the higher ones [31]. For example, using content
filtering, we weed out books that don't interest the user at
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all. And then, using collaborative filtering, we form a list
of recommendations from the remaining books.

5) Feature combination: adds characteristics of the
second to the first method. For example, we obtain
recommendations based on contextual filtering, using such
characteristics as title, author, genre, and supplement the
list of characteristics through collaborative filtering.

6) Feature augmentation. This approach is similar to
the previous one. In it is possible to allocate the basic and
additional algorithms. But, unlike combining features, we
do not add new features, but complement the values of
existing ones [33]. For example, we will take
collaborative filtering as a basis, and recommendations on
the basis of content as an additional algorithm. This helps
to avoid the problem of sparseness.

Hybridity is the combination of the results of two
different approaches — content-based filtering and
collaborative filtering. This can, to some extent, avoid the
disadvantages of the above approaches. There are several
basic options for combining filtering approaches [32]:

— Inclusion of characteristics of elements in
collaborative filtering. The recommendation system
primarily uses collaborative filtering, including some data
on the elements used to find the degree of similarity of
users.  Benefits: increasing the relevance of
recommendations; avoiding the problem of "cold start"
and sparse data; taking into account the preferences of the
user in the direction of the literature.

— Inclusion of user characteristics in content
filtering. The most well-known method for implementing
this approach is to reduce the dimensionality of profiles
that use content filtering. One such method uses latent
semantic analysis (LSA) to create collaborative user
profile content. This approach is much more effective, as
the recommendations are built not only due to the
similarity of the elements [32].

— Construction of a single model based on
collaborative filtering and content filtering. This approach
is the most popular in the use of a hybrid system of
recommendations. The essence of the algorithm is that the
PC uses collaborative and content  filtering
simultaneously. It also helps to avoid the problem of “cold
start" and sparse data and allows you to recommend
elements not only for similar tastes, but also for your
favorite genre or author.

The use of hybrid approaches is not limited to the
use of a single method of combining algorithms. If
necessary, it can be used several hybrids in one system.
The proposed architecture of the hybrid RS is presented in
fig. 2 [33].

There are two elements of a hybrid recommendation
system:

1) Switching: for a new user, the system
recommends recommendations for popularity, because it
does not know its benefits and tastes.

2) Feature strengthening: if the user has already used
the given literary service and has exposed estimations, the
system forms for it recommendations, using the basic
algorithm — collaborative filtering. But in order for the
user to receive not only recommendations on similar
grounds with other users, they use an additional algorithm

— recommendations on the content that will provide the
user with recommendations and on the basis of the
elements evaluated by him in the past.

m
> dations for |
——
Switching m
| Y Additional / Content
[ algorithm "\ filtering
f 3 \/
Feature
strengthening
~ __J /\
| Basic [ Collaborative
algorithm @

Fig. 2. Architecture of the recommendation system

Thus, the problems of “cold start” and sparse data for
a new user, is solved by switching. As an algorithm for the
new user, it was no coincidence that the recommendations
on popularity were chosen: no additional information is
required to calculate them, it is enough to evaluate the
data on orders that are already available.

Each method has a separate function that builds the
rating of books based on the deduction of the
recommended weight and degree of proximity. Thus, we
have the following algorithms for applying the hybrid
system of recommendations:

Content filtering algorithm:

1) For each element, similar in characteristics (genre,
year, author, etc.), the calculation of weights is performed
using a measure of similarity:

sim(u,U") = cos(ﬁ,[]’) - ?—[{I' -
v .
\/Z S€Sur I:‘SZ \/z s€S, rz/'s2

where "is — the estimated rating of the s object for the u
user;

U’ — a set of users who have rated the s object and
belong to the same group with the u user;

k — parameter for normalization, which is calculated

1

> ,sim|u,u'|
uel

2) Next, from the list of objects, a group of elements
is formed that are most similar to the object calculated on
the basis of weights.

3) Finally, the projected rating of objects is formed
using the method of similar elements evaluation:

for the formula & =

h(u,s) = cos(W, , W )= W =
u S
“ WiuWis (2)

i=1

: \/ZlK:lW'% \/Ziilwisz

Collaborative filtering algorithm:
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1) For each user of the system weights are
determined by analyzing their preferences in relation to
this user by calculating the degree of similarity

Sim(u,U') _ zsesu[,,(rus _ru)(rl/'s _ru')_ _ 3

—\2
o (-2 T (-7

2) Form a group of the most similar users in relation
to this user.

3) To form the forecasted rating of object, analyzing
estimations of each of users from the previously formed
group of users:

L, = kzlléy,sim(u,U') Iy 4)

Hybrid filtration method:

1) For each of the filtration methods described
above, determine the weights. To do this, set the following
system of equations:

1
y= o

l+e 2

®)
a=p=1- = v

l+e 2

where x is the number of user ratings in the system. And
the values change dynamically depending on the available
estimates.

2) The resulting projected rating of objects is
formed:

X

S(x)=—1 1 -° (6)
1+e™* e*+1

Thus, in the work for the first time it is proposed to
use a combination of collaborative and content filtration
for literary services, which provides new users based on
the assessment of one book to obtain a more accurate
recommendation for receiving references to the following
books.

Results. The operation of the system is given in the
form of a sequence diagram in fig. 3. In this case, the
sequence diagram showing the main precedents of the
literary service is the basis for software design.

In order to obtain literature, the following inputs are
required: user information that helps avoid the problem of
"cold start", book information and user assessment
information. The system uses the recommendation
algorithm, takes into account the service requirements and
provides personal guidelines for the user.

To implement the recommendation system, a hybrid
algorithm, which combines two methods: a collaborative
on the basis of neighbors and content filtration (fig. 4) was
chosen.

The algorithm consists of six major stages; on which
we must receive books for the end user. The algorithm
input provides information about books, user and

estimates that have left users with these books. Next, the
algorithms of content and collaborative filtration are
performed, with which we receive lists of similar elements
and similar users. And in the end, a list of
recommendations is formed.

To check the work of this literary service and
recommendation system, a matrix fragment of users and
their ratings is given (table 1), where 5 is the highest
rating.

For the user Igor, calculating the degree of proximity
according to the formulas (1), (3), a set of neighbors is
obtained and a similarity matrix is formed (table 2).

Expressions (2), (4) are used to predict the rating of
the five new elements: multiply each user's score by the
degree of similarity. The calculated sum of ratings of each
book is divided by the sum of measures of similarity of
the closest users are summarized in table 3.

Bookl1, Book5, Book8 and Bookll have already
been rated by the user of the Games and it makes no sense
to re-offer them to him. Book3, Book6, Book9 — books
that are not included in the ranking of five books due to
low coefficient.

User Server Relational ata warehous
DB server server

i Go to book catalog §

Provide book search data 3 ‘

List of books

Book catalog

Go to book page E
—————— "y

Provide book search datal i
1

Detailed information !
e about the book )

information i |

Page with detailed

about the book

Evaluate the book
—————»

Provide evaluation data B
Save evaluation

.. Saving information

Display user T
evaluation |

!

Goto E
recommendation page
i fi o

] .
Send a request for get ? recommendations Formation of

» Jation

List of & Ratingdata
recommended books

Display list of
recommended books

Fig. 3. Sequence diagram
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Collaborative fitration Content Hybrid
system filtering system filration
system
List of books Assigninga [ Class raling for —
usertoa  users with a Providing ations b Organized lst of
rtain cl : recommendations f books by user
et books by ] certain class : weighting factor for books by user doses
class
Users
_
An orderly list of Personal
] i book - recommendations
Forming a list : recommendations Forming a listof | for users
Genre classes % by genre books by rating &
Service requirements |
Fig. 4. Model of the system in the form of IDEFO chart
Table 1 — Estimation matrix Table 4 — Personal recommendations for the user Igor
Ne Book Rating
Book Book 4 Highest rating — 4,43
Ivan 513 5 | 4 5|1 4 2 Book 10 rating — 3,32
Igor 4 4 214 Book 2 rating — 2,92
Anna 115 4 Book 12 rating — 2,32
Nina 413 211 512
Nadiya | 4 | 5 415 4 1 5 The results of testing the implemented system of
Artem 41311 S |4]1 1 personal recommendations in the developed web
application for the user Igor are shown in fig. 5.
Table 2 — Similarity matrix Recommendations for You
Ivan An na N | na N ad |ya Artem SU mm Harry Potter and the Robinson Crusoe (1.. Pride and Prejudice Harry Potter and the.. David Copperfield (1
Igor 0,5831 0 0,1334 | 0,215 | 0,0359 | 0,9674
Table 3 — The results of calculations of personal
recommendations
BOOk J. rf‘ﬁow-ﬂg l?.?nf‘c\ Defoe b 1 ‘c“r\ﬁrms Dickens
1234|567 |8|9]1011]12 - -
292|175 - [292]2 — 2,92 —233] - [117 . .
Xr?:a f '_5 — _9 '_33 — ’? O’EB — ’_33 —— Fig. 5. Web-page of personal recommendations for the user Igor
Nina e 0,53 8;‘2 — 027013 s gg; 0.27 = In the event that a new user enters the system, the
Nadiya [086]108) — |086|L08] - | — 086] — ]0.22] — |1, service analyzes his preferences on the basis of personal
Artem | - | - 014|011 0,04| - |08 0,14[0,04] — [0,04] — ; ' ) ] |
Summ |3.78|2.82]0,68| 4,28 | 3.44 | 0.27] 3.23 [1.59|0.04| 321 [030| 224  information and provides a list of recommendations based
Result |3,90[2,92[0,70| 4,43 | 3,56 | 0,28 | 3,34 |1,64]0,04|3,32[0,31] 2,32 onit.

To provide a set of book recommendations, the
results are sorted in descending order and the number of
books to display on the recommendation page is selected
(in this case, five books will be displayed). Personal
recommendations of the literature for the user Igor are
entered in table 4.

Conclusions. When the number of books provided
by the electronic library is relatively large, it becomes
difficult for the user to choose the right book. Thus, a
solution to the problem is implemented and a hybrid
algorithm is proposed, which is not just based on joint
filtering and content-based algorithm, but also combines
several hybrids. This approach helps to solve the problems
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of each type of filtration, in particular the problem of
"cold start".

During the testing of the developed software, the
work of the literature service was checked, which
calculates personal recommendations for users using the
method of hybrid filtering. The recommendation system
was tested successfully and showed high efficiency.

Discussion. The obtained results were checked on
the work of the created literary service, namely books
were uploaded to the service, accounts were created by
real people and work on selection of the recommended
literature on the basis of user preferences was started.
Each user read several books and gave them a subjective
assessment. The user also added his favorite genres to the
settings, as a result of which personal recommendations
were formed. As soon as the user read the book from the
provided list and evaluated it, the list changed depending
on the input data. Read books were not included in the list.

As a result of the experiment, recommendations were
obtained for users that met their expectations and
preferences.
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