The article considers the study of methods for numerical solution of systems of differential equations using neural networks. To achieve this goal, the following interdependent tasks were solved: an overview of industries that need to solve systems of differential equations, as well as implemented a method of solving systems of differential equations using neural networks. It is shown that different types of systems of differential equations can be solved by a single method, which requires only the problem of loss function for optimization, which is directly created from differential equations and does not require solving equations for the highest derivative. The solution of differential equations’ system using a multilayer neural networks is the functions given in analytical form, which can be differentiated or integrated analytically. In the course of this work, an improved form of construction of a test solution of systems of differential equations was found, which satisfies the initial conditions for construction, but has less impact on the solution error at a distance from the initial conditions compared to the form of such solution. The way has also been found to modify the calculation of the loss function for cases when the solution process stops at the local minimum, which will be caused by the high dependence of the subsequent values of the functions on the accuracy of finding the previous values. Among the results, it can be noted that the solution of differential equations’ system using artificial neural networks may be more accurate than classical numerical methods for solving differential equations, but usually takes much longer to achieve similar results on small problems. The main advantage of using neural networks to solve differential equations’ system is that the solution is in an analytical form and can be found not only for individual values of parameters of equations, but also for all values of parameters in a limited range of values.
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Introduction. Differential equations and their systems are widely used in mathematical modeling to describe a variety of real processes: physical, environmental, biological, and other. Solving some equations in partial derivatives in cases that allow the separation of variables is also reduced to problems for ordinary differential equations. These are, as a rule, boundary value problems (problems of natural oscillations of elastic beams and plates, determination of the spectrum of natural values of particle energy in spherically symmetric fields, etc.). In addition, higher-order differential equations lead to the solution of systems of differential equations. It is known that solutions of differential equations and their systems can be found analytically or numerically. Finding analytical solutions is a very time consuming process, and in most cases impossible. Therefore, at present, traditional numerical methods are widely used to solve differential equations and their systems, among which the most well-known are Runge–Kutta methods, finite-difference methods, prediction and correction methods [1, 2].

The general problem of classical numerical methods is the need to choose their parameters to ensure a compromise between computational costs and the accuracy of the result. Therefore, in this work it is forbidden to use artificial multilayer neural networks, where, in contrast to classical methods, the solution is presented in analytical form, from which you can repeatedly take derivatives [3, 4]. Solutions are stored as neural network parameters, which requires much less memory than storing a solution as a discrete array in traditional numerical methods [5, 6]. The method is also universal and can therefore be used to solve different types of differential equations and their systems, both ordinary and partial derivatives [7-8].

The main advantage of using neural networks to solve differential equations’ systems is that the solution is in analytical form and can be found not only for individual values of parameters of equations, but also for all values of parameters in a limited range of values.

A review of the literature showed the relevance of the problem and the feasibility of creating software. Therefore, the aim of this article is to solve systems of differential equations using a multilayer neural network.

The article’s objective is to study the methods of numerical solution of ordinary differential equations’ systems and to develop software for their solution using multilayer neural networks.

The mathematical formulation of the problem.

Suppose we need to solve a system of differential equations in the form \(^\text{[1, 2]}\):

\[
F(x, Y(x), Y'(x)) = 0, \quad (1)
\]

with initial conditions

\[
Y(x_0) = A,
\]

where \(x\) is the vector of variable values;

\[
Y(x) = (y_1(x), y_2(x), \ldots, y_n(x)) \quad \text{required function};
\]

\[
Y(x_0) = y_1(x_0), y_2(x_0), \ldots, y_n(x_0) \quad \text{coordinates of initial conditions};
\]

\(A = a_0, a_1, a_2 \) – their matching values.

To solve this problem, the solution is presented in the form \([3, 5]\):

\[
Y^*(x) = N(x, p), \quad (2)
\]

where \(N\) – neural network function with \(p\) parameters and input values \(x\).

In this case, the initial conditions are not satisfied by the creation and therefore are studied gradually during the learning of the neural network.

The construction of the solution of differential equations’ systems can be written in a form that satisfies the initial conditions from the beginning:

\[
Y^*(x) = A(x) + Z(x) \cdot N(x, p), \quad (3)
\]

where \(A(x)\) is a function that satisfies the initial conditions in advance;

\(Z(x)\) – function what construct as the points corresponding which are equal to zero to the coordinates of the initial conditions

\(N(x, p)\) – output of backward neural network with input \(x\) the weights \(p\).

The task of a building function \(A(x)\) is reduced to the task of the function that takes a certain values in the given points, and can take any value at all other points. To find the function, for example, an interpolation polynomial of Lagrange can be used in this case that looks like:

\[
P o l(x) = \sum_{i=1}^{n} y_i l_i(x),
\]

where \(l_i(x)\) - basic polynomials are determined by the formula:

\[
l_i(x) = \frac{x - x_0}{x_i - x_0} \cdots \frac{x - x_{i-1}}{x_i - x_{i-1}} \frac{x - x_{i+1}}{x_i - x_{i+1}} \cdots \frac{x - x_n}{x_i - x_n}
\]

To reduce the influence of the shape of the error of the approximation of the solution, we write the expression for \(Z(x)\) in the form:

\[
Q(x) = \prod_{i=1}^{\sigma} \text{th}(x - x_i)^{\alpha_i+1} \quad (4)
\]

A multilayer neural network of direct propagation is chosen as the structure of the neural network for solving differential equations’ systems. The number of layers and the number of neurons in each layer are chosen based on the structure of the problem and the complexity of the form of the solution. These parameters are chosen after the experiments, because it is impossible to know in advance the optimal parameters of the neural network structure for each task.

The description of a multilayer neural network.

An artificial neural network is a structure that consists of a large number of processor elements, each of which has local memory and can interact with other elements \([3, 4, 6, 9, 12]\). This interaction takes place through communication channels in order to transmit data that can be interpreted in any way. Processor elements independently in time process the local data arriving to them through input channels. Changing the parameters of the algorithms of such processing depends only on the characteristics of the data. If we consider an artificial
neural network as an environment for information processing, then it can be set by defining the elements of this environment and the rules of their interaction.

Multilayer artificial neural networks can be considered as a serial connection of single-layer artificial neural networks of direct propagation. The structure of weights in these networks is organized in such a way that more complex classes are processed on layers of high-level neurons by combining and intersecting simple classes, which are formed at lower levels of artificial neural networks. There is strong evidence that two-layer artificial neural networks are able to recognize any class of convex shape, provided that it is possible to use a sufficient number of hidden layer neurons, and the weights are adjusted accordingly [8-9].
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**Fig. 1. The example of a scheme of a multilayer neural network of direct propagation**

Artificial neural networks of direct propagation with several hidden layers are potentially capable of recognizing classes of arbitrary shape. Therefore, setting the problem on artificial neural networks of direct propagation includes determining the minimum possible number of neurons in the hidden layer and choosing an effective method of adjusting the weights. To date, both of these problems are not trivial. To explain the basic principles of building teaching methods with the teacher we will consider a two-layer artificial neural network. The zero layer of this network performs the auxiliary function of signal branching and does not contain neurons. For this reason, his work does not lead to modification of the input vector. The last layer of artificial neural networks is called the source layer. All layers located between zero and source are hidden layers with nonlinear activation function of neurons. In this example, we will consider one hidden layer with m neurons that use the hyperbolic tangent as an activation function.

It consists of m neurons that are simultaneously able to receive the input vector of signals \( X = (x_1, ..., x_i, ..., x_n) \). To reproduce the elements of this vector use special devices, which are shown to the left of the neurons. These devices do not perform information processing, so they are not considered a layer of the neural network. According to the model of a formal neuron, each of its input signals is multiplied by a weighting factor \( w_{ij} \), where \( i \) – the current vector element number \( X \), a \( j \) – the current neuron number. All weights of a single-layer neural network form a matrix of weights

\[
W = \begin{bmatrix}
w_{11} & \ldots & w_{1j} & \ldots & w_{1m} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
w_{i1} & \ldots & w_{ij} & \ldots & w_{im} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
w_{n1} & \ldots & w_{nj} & \ldots & w_{nm}
\end{bmatrix}
\]

Then the vector of arguments is defined as the product of \( Y = WX \) and the vector of output signals is the vector of values of activation functions:

\[
Y = F(V) = \begin{bmatrix} f_1(v_1), \\
\vdots \\
f_m(v_m). \end{bmatrix}
\]

The name of the networks indicates that they have a dedicated direction of propagation of signals that move from the input through one or more hidden layers to the output layer. It is easy to see that a multilayer neural network can be obtained by cascading single-layer networks with matrices of weights \( W^1, W^2, ..., W^p \), where \( p \) is the number of layers of the neural network. If the multilayer neural network is linear, then for activation functions it can be reduced to the equivalent single-layer with a matrix of weights \( W = W^1 \ast W^2 \ast \ldots \ast W^p \). This means that the formation of such structures makes sense if nonlinear activation functions in neurons are used.

**The gradient descent method for artificial neural networks.**

The idea of the gradient descent method is to sequentially change the parameters of the artificial neural network in a direction that reduces the target function \( E \) [5]. Since the function \( E \) is differentiated by each of the parameters, it is possible to calculate the gradient vector. Moving in the direction of the negative gradient for each of the parameters, we find the local minima of the objective function. The change in the parameter is expressed by the formula:

\[
\Delta W = -\eta \frac{dE}{dW} = \eta \sum_{i=1}^{N} (y^{(i)} - \tilde{y}^{(i)}) X^{(i)} = (5)
\]

\[
= \eta \sum_{i=1}^{N} (y^{(i)} - W^TX^{(i)}) X^{(i)}.
\]

This algorithm is called a batch-type algorithm, because to determine the magnitude of the step of changing the parameter, it is necessary to process the entire training sample.

The training sample \( \Psi = (X^{(n)}, y^{(n)})_{n=1}^{N} \) containing \( N \) pairs: \( x^{(n)}, y^{(n)} \) respectively, the input and output vectors and the set of parameters \( W = [w, v] \), which consists of the parameters of the neurons of the hidden layer \( w \) and the parameters of the output layer \( v \). The method of inverse propagation [13] is to minimize the objective function:
\[ E = \frac{1}{2N} \sum_{n=1}^{N} (y^{(n)} - \tilde{y}^{(n)}(x))^{2} \rightarrow \min \]  

(6)

The parameter \( v_j \) is searched as (7):

\[
\frac{dE}{dv_j} = \frac{-1}{N} \sum_{n=1}^{N} (y^{(n)} - \tilde{y}^{(n)}) \frac{dy^{(n)}}{dv_j} = \]

\[ = \frac{-1}{N} \sum_{n=1}^{N} (y^{(n)} - \tilde{y}^{(n)}) \varphi'(s^{(n)}) d\eta_{loss} = \]

(7)

The step of changing the weights of the source layer is equal to (8):

\[
\Delta v_j = -\eta \frac{dE}{dv_j} = \eta \sum_{n=1}^{N} (y^{(n)} - \tilde{y}^{(n)}) \varphi'(s^{(n)}) h_j. \]

(8)

The step of changing the weights of the hidden layer:

\[
\Delta w_{ij} = -\eta \frac{dE}{dw_{ij}} = \]

\[ = \eta \sum_{n=1}^{N} (y^{(n)} - \tilde{y}^{(n)}) \varphi'(s^{(n)}) v_j f'(z_j^{(n)}) t_i^{(n)}. \]

(9)

But in fact, the correct calculation of values at points closer to the initial conditions is much more important than the calculation at points further away. To correct the optimization to take into account the influence of the values of the functions in the previous points on the values of the functions in the following points, the calculation of the loss function was modified to give the greatest weight to points closer to the initial conditions, keeping the sum of the loss function.

\[ loss^*(x) = loss(x) * e^{-\frac{kx}{x_{\text{max}}}}, \]

(10)

\[ loss^{**}(x) = loss^*(x) \sum_{i=1}^{p} \frac{loss(x_i)}{\sum_{i=1}^{p} loss(x_i)} \]

where \( loss(x) \) – the loss function;
\( x \) – argument of the required function;
\( x_i \) – points at which optimization is performed;
\( p \) – the number of points at which optimization is performed.

The main results of the work.

The Python and R programming languages were used for perform this work, the TensorFlow library was chosen as the machine learning library with neural network learning support, and the PyCharm environment was used as the integrated development environment.

1. System of differential equations with constant coefficients

Consider the problem of solving a system consisting of three differential equations:

\[
\begin{align*}
\dot{y}_1 &= -y_1 + y_2, \quad y_1(0) = a_1, \\
\dot{y}_2 &= y_1 - 2y_2 + y_3, \quad y_2(0) = a_2, \\
\dot{y}_3 &= y_2 - y_3, \quad y_3(0) = a_3.
\end{align*}
\]

(11)

Solve the problem at once for many values of the initial conditions \( a_1, a_2, a_3 \) in the value ranges:

\( a_1 \in [1, 4], a_2 \in [0, 2], a_3 \in [0, 2]. \)

The loss function of the differential part of the equation and the cost of the initial conditions:

\[
\text{def loss_pred(y_true, y_pred):} \\
y_1, y_2, y_3 = u[:, 0:1], u[:, 1:2], u[:, 2:3] \\
t = x \\
dy1_dt = tf.gradients(y1, t)[0] \\
dy2_dt = tf.gradients(y2, t)[0] \\
dy3_dt = tf.gradients(y3, t)[0] \\
eq 1_r = y1 + y2 \\
eq 2_r = y1 - 2*y2 + y3 \\
eq 3_r = y2 - y3 \\
eq 4 = dy1_dt - grad_k(eq1_r, 0.1) \\
eq 5 = dy2_dt - grad_k(eq2_r, 0.1) \\
eq 6 = dy3_dt - grad_k(eq3_r, 0.1) \\
loss_diff = tf.reduce_mean(eq1_r**2 + eq2_r**2 + eq3_r**2) \\
initial_loc = (t - 0) ** 2 < 1e-7 \\
loss_initial = tf.reduce_sum((y1[initial_loc] - a1) ** 2 + (y2[initial_loc] - a2) ** 2 + (y3[initial_loc] - a3) ** 2) / reduce_sum(tf.cast(initial_loc, y1.dtype)) + 1e-10 \\
return loss_diff + loss_initial
\]

Neural network transformation function to meet the initial conditions for construction:

\[
\text{def initial_condition(x, u):} \\
\text{def fn(v):} \\
x = v[0] \\
u = v[1] \\
\text{def ths(z):} \\
return tf.tanh(z) \\
return ths(x) * u + tf.constant([a1, a2, a3]) \\
u = Lambda(fn)([x, u]) \\
return u
\]

When using the model with the satisfaction of the initial conditions for construction, the cost function is simplified to:

\[
\text{def loss_pred(y_true, y_pred):}
\]
The system of nonlinear differential equations

Consider the problem of solving a system consisting of two differential equations:

\[ \begin{align*}
    y_1' &= 2(y_1 - y_1 \cdot y_2), \quad y_1(0) = 1, \\
    y_2' &= -y_2 + y_1 \cdot y_2, \quad y_2(0) = 3.
\end{align*} \]

The loss function of the differential part of the equation and the loss of the initial conditions:

```
def loss_pred(y_true, y_pred):
    y1, y2, y3 = y_true[:, 0:1], y_true[:, 1:2], y_true[:, 2:3]
    t = x
    dy1_dt = tf.gradients(y1, t)[0]
    dy2_dt = tf.gradients(y2, t)[0]
    dy3_dt = tf.gradients(y3, t)[0]
    eq1_r = -y1 + y2
    eq2_r = y1 - 2*y2 + y3
    eq3_r = y2 - y3
    eq1 = dy1_dt - grad_k(eq1_r, 0.1)
    eq2 = dy2_dt - grad_k(eq2_r, 0.1)
    eq3 = dy3_dt - grad_k(eq3_r, 0.1)
    loss_diff = tf.reduce_mean(eq1**2 + eq2**2 + eq3**2)
    return loss_diff
```

The results of solving the problem are shown in fig. 2–5.

The obtained optimization result in a form that satisfies the initial conditions for construction:

\[ \begin{align*}
\end{align*} \]

The root mean square error is $1.6917 \cdot 10^{-4}$ compared to the implicit solution of the 4-th order Runge – Kutta method with step $10^{-3}$. The error in half of the points closer to the boundary conditions is 4.16 times greater than the error in half of the points at a distance from the boundary conditions.
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The obtained optimization result in a form that satisfies the initial conditions for construction:

\[ \begin{align*}
\end{align*} \]

The root mean square error is $1.6917 \cdot 10^{-4}$ compared to the implicit solution of the 4-th order Runge – Kutta method with step $10^{-3}$. The error in half of the points closer to the boundary conditions is 4.16 times greater than the error in half of the points at a distance from the boundary conditions.
y1 = u[:, 0:1]
y2 = u[:, 1:2]
t = x
dy1_dt = tf.gradients(y1, t)[0]
dy2_dt = tf.gradients(y2, t)[0]
eq1_r = 2 * (y1 - y1*y2)
eq2_r = -y2 + y1*y2
eq1 = dy1_dt - grad_k(eq1_r, 0.02)
eq2 = dy2_dt - grad_k(eq2_r, 0.02)

loss_diff = tf.reduce_mean(eq1**2 + eq2**2)

initial_loc = (t - 0)**2 < 1e-7
loss_initial = tf.reduce_sum((y1[initial_loc] - 1)**2 + (y2[initial_loc] - 3)**2) / (tf.reduce_sum(tf.cast(initial_loc, y1.dtype)) + 1e-10)
return loss_diff + loss_initial

The neural network transformation function to satisfy the initial conditions of construction:

```python
def initial_condition(x, u):
    x = v[0]
u = v[1]
def ths(z):
    return tf.tanh(z*4)/4
return ths(x)*u+tf.constant([1.0, 3.0])
```

When a model with satisfying conditions uses to construct the initial loss function extends to:

```python
def loss_pred(y_true, y_pred):
y1 = u[:, 0:1]
y2 = u[:, 1:2]
t = x
dy1_dt = tf.gradients(y1, t)[0]
dy2_dt = tf.gradients(y2, t)[0]
eq1_r = 2 * (y1 - y1*y2)
eq2_r = -y2 + y1*y2
eq1 = dy1_dt - grad_k(eq1_r, 0.02)
eq2 = dy2_dt - grad_k(eq2_r, 0.02)
eq_err = eq1**2 + eq2**2
q_err_norm = q_err*K.exp(-10*(t/K.max(t)))
eq_err_norm = eq_err_norm * K.stop_gradient(K.sum(eq_err) / K.sum(eq_err_norm))
loss_diff = tf.reduce_mean(eq1**2*eq2**2)
return loss_diff
```

The obtained optimization result in the basic form:

10000/10000 - 1s - loss: 0.0055 - rmse: 1.1348
1.1408 - val_loss: 0.0064 - val_rmse: 1.1348

Medium-square error is 1.1348.

The result of the optimization for the viewer (4) is shown in fig. 6–7, the result for the viewer (3) is similar. It can be seen that both options stopped at the local optimization minimum, this is due to the fact that the optimization of the neural network in the region $t \in [2.5, 3.5]$ significantly increases the error in the region $t \in [3.5, 10]$, although the value the loss function is calculated for all points of equal weight.

The result of the optimization for the viewer (4) is shown in fig. 6–7, the result for the viewer (3) is similar. It can be seen that both options stopped at the local optimization minimum, this is due to the fact that the optimization of the neural network in the region $t \in [2.5, 3.5]$ significantly increases the error in the region $t \in [3.5, 10]$, although the value the loss function is calculated for all points of equal weight.

The obtained optimization result in the basic form:

10000/10000 - 1s - loss: 0.0055 - rmse: 1.1348
1.1408 - val_loss: 0.0064 - val_rmse: 1.1348

Medium-square error is 1.1348.

The result of the optimization for the viewer (4) is shown in fig. 6–7, the result for the viewer (3) is similar. It can be seen that both options stopped at the local optimization minimum, this is due to the fact that the optimization of the neural network in the region $t \in [2.5, 3.5]$ significantly increases the error in the region $t \in [3.5, 10]$, although the value the loss function is calculated for all points of equal weight.

The result of the optimization for the viewer (4) is shown in fig. 6–7, the result for the viewer (3) is similar. It can be seen that both options stopped at the local optimization minimum, this is due to the fact that the optimization of the neural network in the region $t \in [2.5, 3.5]$ significantly increases the error in the region $t \in [3.5, 10]$, although the value the loss function is calculated for all points of equal weight.

The obtained optimization result in the basic form:

10000/10000 - 1s - loss: 0.0055 - rmse: 1.1348
1.1408 - val_loss: 0.0064 - val_rmse: 1.1348

Medium-square error is 1.1348.

The result of the optimization for the viewer (4) is shown in fig. 6–7, the result for the viewer (3) is similar. It can be seen that both options stopped at the local optimization minimum, this is due to the fact that the optimization of the neural network in the region $t \in [2.5, 3.5]$ significantly increases the error in the region $t \in [3.5, 10]$, although the value the loss function is calculated for all points of equal weight.

The result of the optimization for the viewer (4) is shown in fig. 6–7, the result for the viewer (3) is similar. It can be seen that both options stopped at the local optimization minimum, this is due to the fact that the optimization of the neural network in the region $t \in [2.5, 3.5]$ significantly increases the error in the region $t \in [3.5, 10]$, although the value the loss function is calculated for all points of equal weight.

The obtained optimization result in the basic form:
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The final result of solving the problem is shown in fig. 10–11. The obtained optimization result in a form that satisfies the initial conditions for construction:

The solution has a root mean square error $1.3370 \cdot 10^{-04}$ in comparison with the solution of the implicit Runge – Kutta’s method of the 4th order with the step $10^{-03}$.

**Conclusions.** The system (12) is difficult to solve with neural networks and could not be solved without additional changes to the loss function, regardless of the form of solution. The applied modification can be used in other cases, when the solution of differential equations by optimization methods coincides to the local minimum.

When solving the system (11), the accuracy of the reproduction of the initial conditions had a significant effect on the whole solution. The error of the solution in the basic form was 4.59 times higher than the error of the solution in the form with satisfaction of the initial conditions for construction.

Fig. 8 The intermediate solution of the differential equations’ system (12)

Fig. 9 The solution error’s function and the redistributed solution error function

Based on the results, we can say that the choice of the form of the solution and the construction of the loss function depends on the differential equations system and the needs of the problem to be solved. Some differential equations require special forms of construction of the loss function to be solved.

Fig. 10 The final solution of the differential equations system (12)

Fig. 11. The final solution error’s function and the redistributed solution error function of the differential equations system (12)
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