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PROBLEM OF CLASSIFICATION OF SEMANTIC KERNELS OF WEB RESOURCE

The article presents a new theoretical basis for solving the problem of situational management of semantic cores identified on the basis of WEB
content. Such a task arises within the framework of a new phenomenon called virtual promotion. Its essence lies in the fact that a real product can exist
in two realities: online and offline. According to marketing theory, the lifetime in two realities is the same. However, in the online mode, the goods
exist independently and in accordance with the laws of the use of Internet technologies. Therefore, based on the concept of a marketing channel, it was
proposed to consider a message in such a channel as a semantic core. The core is a specially selected set of keywords that briefly describe the product
and the corresponding need. It has been proposed that each need forms a so-called class of need. Therefore, the product description will either belong
to this class or not. In addition, a product can be described by a different set of keywords, which means that different descriptions of the same product
or several products, if there are any for sale in the enterprise, will fall into the demand class. As a result, in this work, it was proposed to consider the
center of this class as the so-called K-candidate. It is the K-applicant that will be the semantic core that will be considered at the current iteration of the
situational management process. In addition, in order to move from one situation to another, in other words, from one core to another, it is required to
have such an alternative core. It can be safely taken either from the neighborhood of the need class center (K-applicant), or the center of another class
(another K-applicant), if the product can cover several needs of a potential buyer. Then the actual task is to classify the classes of needs based on the
text corpus in HTML format. Having a text corpus at the first stage, the task of synthesizing semantic cores is realized, and then the classification task
itself. This article proposes the formulation of the classification problem, taking into account the features that the Internet technologies contribute to
search engine optimization. In particular, it is proposed to use four metrics from the category of WEB statistics. And then it is proposed to use the
clustering method to identify classes of needs, taking into account the fact that the K-applicant is presented as a semantic network or as a graph.
Keywords: semantic kernel, keyword, Ford — Fulkerson method, K-applicant.

C. B. OPEXOB, I'. B. MAJTUT'OH, H. K. CTPATIEHKO
3AJTAYA KJIACUPIKAIIII CEMAHTUYHUX SAJEP BEB PECYPCY

VY cTaTTi NpencTaBIeHO HOBY TEOPETHYHY 0a3y AUl BUPILICHHS 3aJadi CUTYalliifHOrO YNpaBIIiHHS CEMAaHTUYHUMH SJIPAMM, BHJUICHUMH Ha OCHOBI
BED xonTenTy. Take 3aBiaHHs1 BUHUKA€E y paMKaxX HOBOTO (heHOMEHa Miji Ha3BOIO BipTyaibHe npocyBaHHsA. CyTh HOTo mojsrae B TOMy, IO peaabHUI
TOBAap MOXeE iCHyBaTH y JBOX PEalbHOCTSX: OHJAWH Ta oQuiaiH. BiamoBigHo 10 Teopii MapKeTHHTY 9ac XHUTTS Y JIBOX PEalbHOCTSIX OJHE I TeX.
OpHak y peXuMi OHJIAHH TOBap iCHY€ CaMOCTIHHO i 3TiHO i3 3aKOHaMH 3acTocyBaHHs IHTepHeT TexHousoriid. ToMy B poOOTi Ha OCHOBI KOHIEMIT
MapKETHHTOBOIO KaHally OyJO 3alpOlOHOBAHO PO3IJISJIATH MOBIJOMICHHS y TAKOMY KaHalli K CEMaHTH4YHE SIpo. SIpo € cneuialbHO BUALIEHE
0e3J1iy KITFOUOBHX CIIiB, SIKi KOPOTKO OMHCYIOTH TOBAp Ta Bi/NMOBiAHY HoMy notpedy. Byio 3anpononoBano, koxHa motpeda GpopMye Tak 3BaHHI KJ1ac
notpedu. OTxe, onuc ToBapy ado Halle)KaTUMe JaHOMY KJIacy ud Hi. 3 iHIIoro OOKy, TOBap MOXKHA ONUCATH iHIIUM HAOOPOM KIIFOUOBHUX CIIiB, OTXKE Y
KJIac NOTPeOH MOTPAIUIATh Pi3HI OMUCH OJHI€T W Ti€l K TOBAapy YM KiJbKOX TOBApiB, SKIIO TaKi € JUIs HiJNPUEMCTBA Npoaaxy. B pe3ynbrati B wii
poboTi OyI0 3aIPONIOHOBAHO BBAKATH IIEHTP TAKOTO KJIACy Tak 3BaHMM K-mpeTeHneHToM. Came K-TIPETEH/IEHT i Oy/ie THM CEMaHTHYHHM SJIPOM, K€
Ha MOTOYHIN iTepauii mpouecy CHTyaliiHOro yrnpaBiiHHS po3risaaTUMeThes. Kpim Toro, ais mepexody Bia oxHiel cuTyauii g0 iHmoi, To0TO Bifg
OJIHOTO SIAPA O iHIIOro, MOTPIGHO MATH TaKe aNbTEPHATHBHE sAPO. Moro MOxHA cMimBO Gpaté abo 3 OKOIHI LEHTPOimy Kimacy motpebm (K-
TpeTeH/IenTa), abo MEeHTpoix iHmoro knacy (iHmmi K-TPETeH/EHT), SKIIO0 TOBAap MOXKE MOKPHUTH KilbKa IOTped MoTeHIiiHoro moxymus. Tomi
aKTyallbHe 3aBJaHHs Kiacu@ikauii Ki1aciB MOTped Ha OCHOBI TEKCTOBOro kopmycy y ¢opmari HTML. Matoun TekCTOBHI KOpIyC NEpLIOMY €Tarli
peani3yeThCsl 3aBIaHHSI CUHTE3Y CEMaHTHUYHHX siep, Ta OyB BiacHe 3aBIaHHs kinacugikamii. Y Iiif cTaTTi 3ampONOHOBAHO MOCTAHOBKY 3aBJAHHS
kinacudikarii 3 ypaxyBaHHSIM OCOOIMBOCTEH, 1[0 BHOCATh IHTEpHET TEXHOIIOTii, MOB’A3aHi 3 TOIIYKOBOIO ONTHMi3allier0. 30KpeMa, 3alpOOHOBAHO
BUKOPHCTOBYBATH YOTUPH METPHKH 3 po3psany BED craructuxu. I mani 3anponoHoBaHO BUKOPHCTOBYBATH METO[ KIACTEPHU3allii Il BUALICHHS KIaciB
motped 3 ypaXyBaHHSAM TOrO, 1110 K-TIPETEHACHT NPENCTaBICHUHN K CEMAaHTHYHA Mepexka abo sk rpad.
Kurodogi ci1oBa: ceMaHTHYHE SIpo, KITFOU0OBE clI0BO, MeTo Dopna — Dankepcona, K-peTeHIeHT.

Introduction. In the paper it is offered to consider a
problem of classification of semantic kernels. In general,
this problem is formulated as follows [1-2]. There is a set
of objects X, and Y is a set of class numbers. Then we
create a mapping: F : X =Y, the value of which is known
only on a given set of pairs X ={(X1, ¥1)v--s Xims Y )} -
This is a training sample. You need to build an algorithm
A:X —Y that allows you to classify a new object xe X .

We adapt the classical formulation of this problem to our
case, taking into account the already existing problem of
situational management [3].

We will call a K-applicant such a kernel that
launching it in the promotion channel leads to the sale of
goods or services over the Internet. We will assume that
the K-applicant forms the center of the cluster of kernels,
i.e. it is a reflection or annotation of the main content of
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the text describing the product or service for a potential
buyer. Consider the main properties of the K-applicant.

K-applicant is a brief description of the product or the
need that the product covers. It describes a product that
should be purchased from the perspective of a potential
buyer. Taking into account the theory and practice of
search engine optimization on the Internet [4-7], K-
applicant is a set of keywords that describes the set of
keywords and the rules they form. The typical frequency
of K-applicant in web content is 5-7 %. It must be
reflected in the web content header.

In the paper it is considered that the K-applicant is a
center of the class of semantic kernel. There can be as
many such cluster center as you want, because each
product can cover several needs. We will assume that one
K-applicant presents one need that closes our product or
service to the buyer. It is very important to describe the K-
applicant in terms of quantitative indicators. We can
generally talk about three main key indicators. The first
indicator is the frequency of appearance in web text. The
second is the number of keywords that make up the K-
applicant. The third is the number of rules from the point
of view of the theory of knowledge representation, which
are hidden in the body of the K-applicant, if it can be
represented as a semantic network.

Then K-applicant will be called an annotation of the
description of the need that closes the product that we
promote online. This annotation is presented in the form
of a semantic network built by an algorithm [8]. Different
K-applicants can be compared by the number of rules, the
frequency of occurrence in web content, the frequency of
occurrence in the search engine database and the number
of keywords in its composition. Let’s mark these
indicators accordingly 1;,1,,15,1,. Then schematically

the classification process can be depicted as follows —
fig. 1.

Problem statement. The process shown in fig. 1 can
be described as follows. Let the web content describe
several needs that cover the product or service being
promoted. Each of these needs is met by a set of keywords
and rules that connect them to the appropriate content.
This content is presented in the form of a semantic
network and is called K-applicant. Variants of semantic
networks, which include similar keywords with similar
rules, will also be formed around the K-applicant.

K-applicants are cluster centers of the
corresponding segments or classes

Fig. 1. Classification process based on K-applicants

That is, there are analogies around the K-applicant,
other similar versions of semantic networks, which give
the same meaning, but with different combinations of

keywords and rules. Such a group of semantic networks
(K-applicant and analogies) will be denoted as a class of
needs. Then let there be a set of needs classes
Yy ={Y1,-..Y¥,} for each product or service being

promoted. And the problem of classification is
transformed into two problems: self-classification and
clustering [9-10]. That is, you must first form a set of
classes Yy, and then assign to the class the existing

semantic kernel.

Thus, the problem of classification of the semantic
kernel is formulated as follows: having many classes of
needs Y, we need to build a classifier A:X —Y that

can assign the semantic kernel to the appropriate class of
needs. In general, the classifier can be organized as a
linear, DNF (disjunctive normal form) rule or neural
network [11-12]. But given the fact of solving the
problem of nuclear fusion, we can say that the problem of
classification first degenerates into the problem of
clustering of semantic kernel. This effect occurs because
we synthesize a set of kernels, and then we have to divide
this set into classes of need Y, . If we re-synthesize

kernel, the problem of classification is already solved.

The problem of kernel clustering is formulated as
follows (fig. 1). We believe that we have many semantic
kernels. There is also a function of the distance between
two kernels. Then it is necessary to divide the set into
subsets that do not intersect and which include nuclei that
are close in metric.

Having many problems of the dissertation, we will
consider approaches to their solution based on existing
methods of artificial intelligence, machine learning, soft
computing and data acquisition technology.

Proposed approach. In the paper to solve the
clustering problem it is proposed to use the Ford —
Fulkerson algorithm [9]. Consider formally its stages.

At the input of the algorithm we submit a semantic
network SN ={V,E}, indicating the source s, the drain t

and the bandwidth matrix c. Moreover, the elements of the
matrix ¢ will be calculated by formula (1). The result of
the algorithm is the maximum possible flow f from s to t.

4 .
d(i,j)=1/2(li—lk’)2 ()
k=1

If there is no connection between the vertices, the
distance is considered infinite. In addition, we will
introduce a capacity indicator:

. 1
c(i, ) :m 2

The algorithm includes the following steps:
Step 1. We believe that f(i, j)=0 for everyone

@i, )eE. The final network coincides with the initial:
N=N.

Step 2. Choose any path pe N from s to t such that
c(i, j)>0 for all edges (i, j) € p, and go to step 2. If such
a path does not exist, the algorithm ends.
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Step 3. In the path found in the first stage p we find
the edge with the minimum bandwidth ¢, (i, j) and go
to the third step.

Step 4. For each edge in the found way we increase a
stream on size Cn;,,, that is we consider

fi,j)="f(@,))+cp, for all (i,j)ep; the flow for the
edges of the opposite path is reduced by the value Cp, .
i.e. for all f(j,i)="f(j,0)—Cpip-
fourth step.

Step 5. Adjust the final network N . For all edges in
the found path and for the opposite edges we calculate a
new bandwidth. Remove the edge with zero bandwidth,
and with non-zero — add to the final network and go to the
first step.

For the numerical implementation of the algorithm,

we introduce the definition of the stop function of the
algorithm as [13]:

Let us move on to the

Q=%, @3)
11
r=—— dd, j).
K PK ('J)ZEPK
1 .
L] D di,zi),

(i, DePg

where Z, — class center K, P¢ — set of keywords from

semantic network which describes the semantic kernels of
web content.

Future work. The solution of the problem of
classification of semantic kernels is a part of the task of
situational management. As it was said, for its solution it
is required to allocate classes of needs. Therefore, the
directions for further research are alternative methods for
separating classes and cluster centers of these classes.
Classification methods based on soft computing and graph
theory are promising.

Summary. In this article, such new scientific results
have been reviewed to complete the task of classification,
as well as: 1) the statement of the task of classifying
semantic cores on the basis of seeing the classes of needs
on the basis of semantic measures was formulated, as it
was generated on the basis of web content; 2) got further
development the method of solving the problem of
classification; 3) previously proposed a change of metrics
for visualizing consumer classes based on web content
that describes a product for sale on the Internet.
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