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MODIFIED METHOD OF CONSTRUCTING A MULTIVARIATE LINEAR REGRESSION GIVEN BY
A REDUNDANT DESCRIPTION

A number of scientific works of Prof. O. A. Pavlov and his disciples is devoted to the development of an original method of efficient estimation of
coefficients at nonlinear terms of multivariate polynomial regression given by a redundant description under the conditions of an active experiment. The
solution of the formulated problem is reduced to the sequential construction of univariate polynomial regressions (finding efficient estimates for the
coefficients at nonlinear terms) and solving the corresponding systems of linear nondegenerate equations, the variables of which are the estimates for
coefficients at nonlinear terms of the multivariate polynomial regression given by the redundant description. Thus, the problem was reduced to the
estimation of the coefficients at linear terms of a multivariate linear regression given by a redundant description in the conditions of an active experiment.
We have proposed an original method of its solution that uses a cluster analysis algorithm. The algorithm’s implementation significantly reduces the
enumeration of partial descriptions of multivariate linear regression followed by the finding of the residual sum of squares for each of them. This allows
using the chi-squared criterion to build a linguistic variable which value gives a qualitative assessment (high reliability, acceptable reliability, low
reliability, unreliability) to the obtained result. The analysis of the computational experiments made it possible to modify the proposed method, which
significantly increased its efficiency, first of all, of finding a reliable structure of the sought multivariate linear regression given by the redundant
description. The method modification, in particular, has reduced the enumeration of partial descriptions and has led to a more efficient use of the general
procedure of the least squares method.
Keywords: multivariate linear regression, least squares method, redundant description, cluster analysis, active experiment, linguistic variable.

O. A. IIABJIOB, M. M. 'OJIOBYEHKO

MOJUPIKOBAHUI METO/I IOBYIOBH BATATOBUMIPHOI JIHIMHOI PEI'PECII, 3AJAHOI
HAJIJIMIIKOBUM OIMUCOM

Hmska HaykoBux po6it mpo¢. ITaBmoBa O. A. Ta Horo ydHiB NpHCBSYeHa po3poOIli OpUTiHATFHOrO MeToaa e(EeKTUBHOI OLIHKH Koe(illieHTiB mpH
HENHIMHUX 4ieHaX OaraToBMMIpHOI MOJMiHOMIalbHOI perpecii, 3ajaHoi HaUIMIIKOBUM ONKMCOM B YMOBaX aKTHBHOIO €KCIIEPUMEHTY. Po3B’s3aHHA
copmynpoBaHOi 3amadi 3BOAUTBCSA JIO TIOCIIJOBHOI MOOYIOBM ORXHOBHUMIPHHUX TONIHOMIaJbHUX perpeciii (3HaXo/pKeHHS e(eKTHBHMX OIliHOK
koeilienTiB NpK HENiHIIHUX YIeHaX) Ta pO3B’sI3aHHS BiANOBITHNX CHCTEM JIHIITHIX HEBUPOKEHUX PIBHSIHB, 3MiHHUMHU SIKMX € OIiHKM Koe(ilieHTiB
MpU HENHIHHUX WieHax O0araTOBMMIPHOI MOJiHOMianbHOI perpecii, 3aJaHOl HAJUIMIIKOBUM OMMCOM. TakuM YMHOM, 3a/1adya 3BeNacs IO OLIHKH
koeilienTiB NpH JiHIHHMX WwieHax GaraToBMMIpHOI JiHIIfHOT perpecii, 3aaHoOi HaJINIITIKOBIM ONMCOM B YMOBAaX aKTHBHOTO €KCIIEpUMEHTy. By
3aIpONIOHOBAHNI OPUTIHATBEHUI METO ii pO3B’A3aHH, 10 BUKOPHUCTOBYE aITOPUTM KJIaCTEPHOTO aHai3y, peaizallis SKOro CyTTEBO 3MEHIIye nepedip
BapiaHTIB YaCTKOBOTO OIHUCY JIiHIMHOI OaraToBUMIpHOI perpecii 3 HACTYIMHUM HAaXOJDKEHHSM IS KOXKHOI 3 HHX 3aJIMIIKOBOI CyMH KBaJparTiB, IO
JIO3BOJIAE 3 BUKOPHCTaHHAM KPHTEpis Xi-KBaapaT MoOyayBaTH JIHTBICTHYHY 3MiHHY, 3Ha4YEHHS SIKOi Ja€ SKiCHy OIIIHKY (BHCOKa JIOCTOBIpHICTB,
JIOITYCTHMa JIOCTOBIPHICTB, Malia JOCTOBIpPHICTh, HEJOCTOBIPHICTE) OTPUMAHOTO PE3yNbTaTy. AHaii3 MPOBECHNX OOUYNCITIOBAIBHUX EKCIIEPUMEHTIB
JI03BOJIUB MOAUDIKYBATH 3aIIPONIOHOBAHHI METOJI, LIIO CYTTEBO MiABUIIMIO HOro eeKTHBHICTD, B IEpIIy Yepry 3HaXOMKEHHs JOCTOBIPHOI CTPYKTYPH
IIykaHoi JIiHiifHOT 6araToBUMipHOI perpecii, 3a1aH0T HaJUTHIIKOBAM orrcoM. Moudikaris MeTo Ty, 30KpemMa, 3MEHIITNIIA TTepedip BapiaHTiB 4aCTKOBHX
OTIHCIB Ta TIpUBeNa J10 OibII eheKTUBHOTO BUKOPHUCTAHHS 3aralIbHOI IPOIIEypH METOly HalfMEHIIINX KBaIPATiB.

KuarouoBi cioBa: OararoBuMipHa JiHifHAa perpecis, MeTOJ HaWMEHIIMX KBaJpaTiB, HAUIMIIKOBHH OIKC, KJIACTEPHUH aHali3, aKTUBHUI
€KCIIEPHMEHT, JIIHTBICTUYHA 3MiHHa.

Introduction. Models of regression analysis are
widely used in various spheres of human activity, such as
science, engineering, economics, medicine [1-9], etc.
Forecasting models are created using multivariate (in par-
ticular, linear) regression. As the analysis of the scientific
literature shows, the theoretical and practical aspects of
creating efficient universal methods for constructing re-
gression models with the simultaneous finding of input
deterministic variables that affect the value of the output

variable are still an actual problem today. The method of
constructing a multidimensional polynomial regression
given by a redundant description based on the results of an
active experiment described in scientific works [10, 11]
reduces this problem to the problem of constructing a mul-
tidimensional linear regression (MLR) given by a redun-
dant description. An original method of its solution is given
in [12] based on:
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e using the algorithm of cluster analysis which re-
duces the selection of partial descriptions of the
searched MLR;

e construction of a linguistic variable based on the
simultaneous fulfillment of two criteria: minimi-
zation of the residual sum of squares (RSS) and

the 2 criterion. The value of the linguistic vari-
able characterizes the reliability of the final result.
In this work, we increase the efficiency of the new
method, in particular, due to the modification of the cluster
analysis algorithm; the use of a test sequence (results of a
repeated active experiment) to find the RSS; refinement of
the estimates of the coefficients of the found MLR structure
for the entire data ensemble using only the previously
constructed inverse matrix.
The problem statement. A MLR given by a re-
dundant description has the following form:

Y(X)=by+> bx, +E, (1)
j=1

where X =(X,...,X,)  is the redundant vector of deter-

ministic input variables;
E is arandom variable, its mathematical expectation
ME =0, its variance DE <

%, = (X, %) is the vector of values of input de-

terministic variables in i -th test, i=1n:
The result of an active experiment is the data of

()‘(i =Y, i =1,_n) where
=h, +Zb]x“+e (2)

where &; is the realization of the random variable E in the
i -th experiment.
We consider Y; as an implementation of a virtual

random variable Y;, i=L_n; random variables Y;, i=1,_n,
are independent
Y, =b, +Zb]xJ,+E i=1n, €)

where the random variables E, i=1n are virtual inde-
pendent copies of the random variable E (&; are considered

realizations of the random variable E;, i:L_n). Let
Y=o a)', Y = (Ve
ficients b;, j = o,m , are unknown. A redundant description

(or representation) means that some input variables may not
affect the value of the output variable. We need to find the
true structure of the MLR using the general procedure of the
least squares method (LSM) and estimate the values of its
coefficients.

Modified procedures of the construction method
for the MLR given by a redundant description [12].
1. Design of the active experiment. As computer experi-
ments have shown, it is desirable not to set the values of the

LY, ). The values of the coef-

input variables equal to zero, i.e. Vx; # 0. The explanation

of the recommendation follows from the fact that, based on
the results of the active experiment, all input variables that
do not affect the output variable should be excluded.

2. Modified cluster analysis algorithm. The cluster
analysis algorithm [12] consists of the following routines.

Finding estimates of the coefficients b;, j =0,m , and
ranking of the modules of their values according to the
results of an active experiment ()“(i >V i =1,n) using the
redundant description (1) and the general scheme of LSM:

A

> b

A

..>b.

Im+t| *

b,,

i2

We use a sequential procedure to split all coefficients
b;, j=0,m  into two classes: M; and M, .

The first step: b, eM;,b; eM,. If ‘le‘— 6]2 <

2 _‘bjmﬂ !

The partitioning is complete.

1 else by, b, b e M,

|-

j2

+b, []-[p,.| <

1~
The second step: b;, e M,. If EQbh

i2 i3

<[b,, —‘BJM, then b;, €M, else the partitioning is
complete, M {bu’ blz} = {bis"“’bim+1}'

Step I': b, eM,. If T;‘bii _‘ i <‘bi|+1 _‘bimﬁ. '
then b, eM,, otherwise the partitioning is complete,

Ml = {bjl""’ bjl }’ M2 = {bi|+1""’bim+1}'
It is obvious that in a limited number of steps the al-
gorithm completes the partitioning of coefficients b,

j=0,m, into two classes M; and M, .

The partitioning of the coefficients of the MLR given
by a redundant description into two classes [12] allows to
find estimates of the coefficients of partial descriptions of
the desired MLR based on the results of an active experi-
ment ()‘(i -, i =1,_n). We form the partial descriptions
according to the following rule: each of them includes all
terms whose coefficients are in the class M, as well as all
possible different combinations of the members whose
coefficients belong to the set M, .

Remark. If b= (ATA)1 y inthe LSM formula, and the
matrix A was built to estimate the MLR coefficients given
by the redundant description based on the results of an
active experiment (>_<i -, i :1,n), then in order to build
the corresponding matrix to estimate the coefficients of a
partial description of the MLR based on the results of the
active experiment (>_<i L =1,n), we need to keep only
those columns in the matrix A corresponding to the
coefficients included in the partial description. The vector
y does not change.

In the general case, having a sufficient number m of
input variables and a significant scatter of the absolute non-
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zero coefficient values of the sought MLR, the set M, can
include non-zero coefficients, and its cardinality |[M,| can

be a sufficiently large number, which can lead to the
construction of an unacceptably large number of partial
descriptions of the MLR. Therefore, we propose the
following modification of the cluster analysis algorithm:
the algorithm is supplemented with the following proce-
dure.

Exclude from the set M, the members b. ,b,

IR I L
b; . thatsatisfy the conditions

A A

b

A

bil

: < : )
Im+1 _ADE,H' j1 im+ >ADE,n1 (5)

where Ape, >0 is an expert bound, its value is found ac-
cording to the results of experiments and depends on the
value of DE and the number of experiments n. The bound
statistically ~ significantly  guarantees that bjk =0,

k=1,m+1. Thatis Ay, >0 must be a sufficiently small

number. This means that non-zero coefficients may remain
in M, and the need to enumerate the set M, remains, but
the number of redundant partial descriptions of the MLR
significantly decreases. The desired regression is found [12]
using simultaneously two criteria; the minimum of RSS and
the value of #” that checks the hypothesis that the estimates
of the random variable E realizations correspond to the
given distribution.

3. Modification of RSS construction algorithm for
partial descriptions of a MLR. In [12], the RSS for each
partial description is given by formula (22).

Remark. For the MLR problem, we set to zero f(X,),

i=1n, in formulas (22), (23) [12]. In [12], the RSS is
found according to the results of an active experiment
()‘(i >y, i :L_n). This leads to such a value of the RSS of

the partial description that has a correct structure and is
practically minimal but never minimal. We proposed there
to use the main idea of the group method of data handling
by O. G. Ivakhnenko, namely, the RSS of each partial
description is found by data that are not the components of
the vector ¥y (2). To find such data, we implement a re-

peated active experiment (>'<i = Yoo =1,_n). Next we will
show that in this case we use only the inverse matrices
found by the results of the active experiment (x —

- ymi,i:l,_n) to find the coefficient estimates of the
MLR partial description on the whole dataset. Thus, the
numbers y,,i=1n, are replaced with the numbers vy,,;,
i=1n in the formula (23) [12] to find the RSS of each

partial description.
That is

RSS(Ml- M ) = Zn:[Ynn _ZVB,EMI(B' “Xij )VBO -

_Zvﬁgw‘ (6| 'Xli)V60:|2

where M) M, ; M,,M/ unambiguously define a partial
description of the MLR.

Remark. The expression vBO included in the formu-
las (12) and (22), (23) [12] means that the coefficient b,
can either be included in the set M, or M/, or not belong
to M, or M/,

4. Modification of the algorithm for finding realiza-
tions of the random variable E . 4.1. Rank and renumber
the partial descriptions of the MLR by the increasing values

of their RSSs, and then keep the first t of them that meet
the conditions

RSS(Mj,M3) SRSS(M;, M3 )<...< RSS(My, M} ), (6)
RSS(My, M} |~RSS(My, M3 ) <
<RSS(My,M5™)-RSS(My, M} ).

Inequality (6) means that the values of RSSs of the
first t partial descriptions are practically the same, and the
values of RSSs of other partial descriptions are sufficiently
different from them.

Remark. t can be equal to one. The practical equality
of RSS values can be set in the form of fractions of the

value of the minimal RSS(Ml, M%) and found experimen-
tally. On average, it states 2+3 % of the RSS(M,,M})

value.
Let us find again for each of the partial descriptions

(Ml, M;), I =1,t, estimates of their coefficients using the
whole experimental dataset: ()'(i =Y, =1,_n) and (X, —>
= Voir i = 1_n) Let us show that for this it is not necessary
to find a new matrix A and the corresponding inverse
matrix (ATA)_l in the general formula of the LSM when
using the vector of initial data with the components
y,,i=12n.

Let us consider the basic formula of LSM in the gen-
eral case, i.e. for an arbitrary partial description of a MLR.

G=(A"4) A"y, @)
Oy =(A"4) " A"Y ®)

where y=(y1,.-.,yn)T is the realization of the random
vector Y ;

6., isarandom vector, the vector @ is its realization,

M6, =0;

DY, = DE -

0 is a vector of exact coefficients of an arbitrary
partial description (Ml, Mz’)

The matrix A was built based on the results of an
active experiment (>_<i L :L_n)_ Let us conduct the

repeated active experiment (>_<i = Youio | =1,_n), let y' =
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. —\r
= (ymi =1 n) be the implementation of a virtual random
vector Y,. Then,

MO, =M (A74) A"V, =0, 9)
where DY, = DE,i=1n;

Y,,i=1n,Y,,i=1n are independent random varia-

bles. The matrix A in formulas (7)—(9) is the same.
Statement. The estimates obtained by formulas

N T -1 Tl 1
0 =(A"4) 4 E(y+y), (10)

e 1 1
Ory =(4"4) ATE(Y+Y1) (11)

are unbiased, that is, Vj M0, =0, and
. 1 4
Vj DOy :EDeij ,
where 0 RV éYRV are the j -th components of the vectors

0., . O, , respectively.
Proof.

Még, =M [(ATA)l A" %(Y +yl)} -

1 : . 1
:E[M (ATA)*ATY +M(ATA)" ATYl} =5 (0+0)=0.

Vectors Y and Y, are independent.
- a1 opl
DOy =D (A 4) 4 E(Ifﬂfl) -

_ %[D((ATA)_l ATY )+ D((AT A’ ATYl)} - % Dé,, .

Remark. Formulas (10), (11) follow from the equality

((ATAT)(QDl [(ATAT)GJ] =%(ATA)’l AT %(Y +Y,).

Corollary. Suppose that the experiment (K - Y

i =1_ﬂ) is repeated k times. Then the estimates obtained
by the formula

e . 1 k-1
by = (A7 A) lATE[Y+ZYj]
j=1
are unbiased, and the variances of the components of the
random vector é;V are k times less than the variances of

the components of the random vector éRV (8).

Remark. An active experiment (>_<i >V i =1_n) can
consist of k repeated experiments, and then the whole
dataset can be split in two parts: the first one for finding

estimates of the coefficients of partial descriptions, the
second one for finding their RSSs. Inverse matrices can be
built for the input data of a single experiment.

4.2. We find estimates E; of realizations of the ran-

dom variable E for a partial description (Ml,sz), j=1t
of the MLR by the formulas

=2 (b5 ) By =1,
Enj+i = Youi _ZvﬁeMl(B' .X")VBO a

_thﬁlgmzl(b’\l 'X“)V 0,i=1, .

5. A modified algorithm for a linguistic variable con-
struction. From the set of the MLR’s partial descriptions

(12)

(Ml, Mz‘) j =1, we choose the one containing the min-
imum number of terms.

Remark. In most cases, it corresponds to the minimum
RSS.

We propose to consider this partial description as an
effective approximation of the sought MLR that contains
only the input variables significantly affecting the output
variable’s value. For this description we build a linguistic
variable. Let us denote this MLR’s description (Ml, M 2‘1)

If we know the density function of the random varia-
ble E or aware of its analytical expression with accuracy
up to the values of its numerical parameters, then we check
the hypothesis that these estimates are its realizations. We
do this based on the estimates of the realization of the
random variable E (12) for the partial description

(Ml,szl) of the MLR using X" criterion. Let ;(Z(Ml,
MZJ) be the realization of #” criterion for the partial de-
scription of the MLR (Ml, szl) that has r >3 degrees of

freedom if the checked hypothesis is true. Suppose expert
numbers 0, 0, are given satisfying the conditions

P(x*24,)=005, P(y*2q,)=04,  (13)

the random variable 7° has r>3 degrees of freedom, and
r—2 is the argument value at which the density function of

the random variable % reaches its unique maximum. Then,
if the condition

r—2< (M, M})<q, (14)

is met, then, with a high probability, the partial description
(Ml, Mzil) of the MLR is the sought MLR that contains all

variables, each of which essentially affects the original
variable. If

UIZSXZ(MPMzh)<%| (15)
then the obtained result has a sufficient reliability degree. If

Xz(Mllejl)Z‘h’
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then the obtained result is unreliable, primarily due to in-
sufficiently accurate estimates of the partial description

(M,,M 2} coefficients of the MLR,

Remark 1. If there are several descriptions with a
minimum number of members (Ml,szl), (Ml,Mz’”),
then we study all of them, but the first contender for the
solving is the one that achieves

H _9_ .2 Ji
rlrzll%][r 2— % (M, M) )]

Remark 2. As a possible additional analysis, special-
ists in the subject field may consider other partial descrip-

tions from the set (Ml,sz), j=1t, which have been

checked by the x° criterion for belonging of the numbers
(12) to the distribution of the random variable E .

Conclusions. The content of this scientific article is
the presentation of modified algorithmic procedures for the
method of constructing a multivariate linear regression
given by a redundant description [12]. The modifications
follow from the analysis of statistical experiments results.

1. We have given recommendations for an active ex-
periment design.

2. We have modified the cluster analysis algorithm for
splitting the coefficients of a multivariate linear regression
given by a redundant description into two classes.

3. We have modified the algorithm for finding the
residual sum of squares for partial descriptions of a multi-
variate linear regression.

4. We have modified the algorithm for finding reali-
zations of the random variable E .

5. We have presented a new theoretical property of the
least squares method.

6. We have modified the algorithm for the linguistic
variable construction.

References

1. YuL.Using negative binomial regression analysis to predict software
faults: a study of Apache Ant. International Journal of Information
Technology and Computer Science (1JITCS). 2012. Vol. 4, no. 8.
P. 63-70. doi: 10.5815/ijitcs.2012.08.08

2. Shahrel M.Z., Mutalib S., Abdul-Rahman S. PriceCop - price
monitor and prediction using linear regression and LSVM-ABC
methods for e-commerce platform. International Journal of
Information Engineering and Electronic Business (IJIEEB). 2021.
Vol. 13, no. 1. P. 1-14. doi: 10.5815/ijieeb.2021.01.01

3. Satter A., Ibtehaz N. A regression based sensor data prediction
technique to analyze data trustworthiness in cyber-physical system.
International Journal of Information Engineering and Electronic
Business (IJIEEB). 2018. Vol. 10, no. 3. P.15-22. doi: 10.5815/
ijieeb.2018.03.03

4. lsabonaJ., Ojuh D. O. Machine learning based on kernel function
controlled gaussian process regression method for in-depth
extrapolative analysis of Covid-19 daily cases drift rates.
International Journal of Mathematical Sciences and Computing

(IIMSC).  2021. Vol.7, no.2. P.14-23. doi: 10.5815/
ijmsc.2021.02.02
5. SinhaP. Multivariate polynomial regression in data mining:

methodology, problems and solutions. International Journal of
Scientific & Engineering Research. 2013. vol. 4, iss. 12. P. 962-965

6. Kalivas J. H. Interrelationships of multivariate regression methods
using eigenvector basis sets. Journal of Chemometrics. 1999.
Vol. 13 (2). P.111-132. doi: 10.1002/(SICI)1099-128X(199903/
04)13:2<111::AID-CEM532>3.0.CO;2-N

7. Ortiz-Herrero L., Maguregui M. L., Bartolomé L.  Multivariate
(O)PLS regression methods in forensic dating. TrAC Trends in

10.

11

12.

10.

Analytical Chemistry. 2021. Vol. 141. 116278. doi:
j.trac.2021.116278

Guo G., NiuG., ShiQ., LinQ., Tian D., Duan Y. Multi-element
quantitative analysis of soils by laser induced breakdown
spectroscopy (LIBS) coupled with univariate and multivariate
regression methods. Analytical Methods. 2019. Vol. 11, iss. 23.
P. 3006-3013, doi: 10.1039/C9AY00890J

Babatunde G., Emmanuel A. A, Oluwaseun O. R., Bunmi O. B,
Precious A. E. Impact of climatic change on agricultural product yield
using k-means and multiple linear regressions. International Journal
of Education and Management Engineering (IJEME). 2019. Vol. 9,
no. 3. P. 16-26. doi: 10.5815/ijeme.2019.03.02

Pavlov A. A. Holovchenko M. N., Drozd V. V. Construction of a
multivariate polynomial given by a redundant description in stochastic
and deterministic formulations using an active experiment. Bicnux Hay.
mexu. yu-my «XI1l»: 36. nayx. np. Temam. eun.: Cucmemnuil ananis,
ynpaeninna ma ingpopmayiini mexuonoeii. Xapkis: HTY «XIIly,
2022. Ne 1 (7). C. 3-8. doi: 10.20998/2079-0023.2022.01.01

Pavlov A., Holovchenko M., Mukha I. et al. Mathematics and
software for building nonlinear polynomial regressions using
estimates for univariate polynomial regressions coefficients with a
given (small) variance. Lecture Notes on Data Engineering and
Communications Technologies. 2022. Vol. 134. P.288-303. doi:
10.1007/ 978-3-031-04812-8_25

Iasnos O. A., Tonosuenko M. M., Pesnu M.M. Merog OLiHKK
Koe(II[iEHTIB MPH JIIHIHHKX YieHaX 6araToBUMipHOT MOTiHOMIaIBHOL
perpecii, 3agaHOi Ha/UIUIIKOBUM OIHMCOM. Adanmugui cucmemu
ABMOMAMUYHO20 YNPAGLIHHA. MINCEIOOMYUL HAYK.-MeXH. 30IipHUK.
Kuis: HTVY «KIII», 2022. Tom 1, Ne 40. C. 110-117. doi: 10.20535/
1560-8956.40.2022.261665

10.1016/

References (transliterated)

Yu L. Using negative binomial regression analysis to predict software
faults: a study of Apache Ant. International Journal of Information
Technology and Computer Science (IJITCS). 2012, vol. 4, no. 8,
pp. 63-70. doi: 10.5815/ijitcs.2012.08.08

Shahrel M.Z., Mutalib S., Abdul-Rahman S. PriceCop — price
monitor and prediction using linear regression and LSVM-ABC
methods for e-commerce platform. International Journal of
Information Engineering and Electronic Business (IJIEEB). 2021,
vol. 13, no. 1, pp. 1-14. doi: 10.5815/ijieeb.2021.01.01

Satter A., Ibtehaz N. A regression based sensor data prediction
technique to analyze data trustworthiness in cyber-physical system.
International Journal of Information Engineering and Electronic
Business (IJIEEB). 2018, vol. 10, no. 3, pp. 15-22. doi: 10.5815/
ijieeb.2018.03.03

Isabona J., Ojuh D. O. Machine learning based on kernel function
controlled gaussian process regression method for in-depth
extrapolative analysis of Covid-19 daily cases drift rates.
International Journal of Mathematical Sciences and Computing

(IMSC). 2021, wvol.7, No.2, pp.14-23. doi: 10.5815/
ijmsc.2021.02.02
Sinha P. Multivariate polynomial regression in data mining:

methodology, problems and solutions. International Journal of
Scientific & Engineering Research. 2013, vol. 4, iss. 12, pp. 962-965
Kalivas J. H. Interrelationships of multivariate regression methods
using eigenvector basis sets. Journal of Chemometrics. 1999,
vol. 13 (2), pp.111-132. doi: 10.1002/(SICI)1099-128X(199903/
04)13:2<111::AlID-CEM532>3.0.CO;2-N

Ortiz-Herrero L., Maguregui M. I, Bartolomé L. Multivariate
(O)PLS regression methods in forensic dating. TrAC Trends in
Analytical Chemistry. 2021, vol. 141, 116278. doi: 10.1016/
j.trac.2021.116278

Guo G., Niu G., Shi Q. et al. Multi-element quantitative analysis of
soils by laser induced breakdown spectroscopy (LIBS) coupled with
univariate and multivariate regression methods. Analytical Methods.
2019, vol. 11, iss. 23, pp. 3006-3013, doi: 10.1039/C9AY00890J.
Babatunde G., Emmanuel A. A., Oluwaseun O. R., Bunmi O. B.,
Precious A. E. Impact of climatic change on agricultural product yield
using k-means and multiple linear regressions. International Journal
of Education and Management Engineering (IJEME). 2019, vol. 9,
no. 3, pp. 16-26. doi: 10.5815/ijeme.2019.03.02

Pavlov A. A. Holovchenko M. N., Drozd V. V. Construction of a
multivariate polynomial given by a redundant description in stochastic
and deterministic formulations using an active experiment. Visnyk Nats.

Bicnux Hayionanvnoco mexuiunozo ynisepcumemy «XIIy. Cepis: Cucmemnuil
ananis, ynpasninus ma ingopmayiini mexnonozii, Ne 2 (8) 2022



ISSN 2079-0023 (print), ISSN 2410-2857 (online)

11

tekhn. un-tu "KhPI": zb. nauk. pr. Temat. vyp.: Systemnyy analiz,
upravlinnya ta informatsiyni tekhnologiyi [Bulletin of the National
Technical University "KhPI": a collection of scientific papers.
Thematic issue: System analysis, management and information
technology]. Kharkov, NTU "KhPI" Publ., 2022, no. 1 (7), pp. 3-8.
doi: 10.20998/2079-0023.2022.01.01

Pavlov A., Holovchenko M., Mukha I., Lishchuk K. Mathematics and
software for building nonlinear polynomial regressions using

12. Pavlov O. A., Holovchenko M. M., Revych M. M. Metod otsinky

koefitsiyentiv.  pry  liniynykh  chlenakh  bahatovymirnoyi
polinomial'noyi rehresiyi, zadanoyi nadlyshkovym opysom. [Method
for estimating coefficients for linear terms of multidimensional
polynomial regression given by redundant description] Adaptyvni
systemy avtomatychnoho upravlinnya: mizhvidomchyy nauk.-tekhn.
zbirnyk [Adaptive systems of automatic control: interdepartmental
scientific and technical. collection]. Kyiv, NTUU "KPI" Publ., 2022,

estimates for univariate polynomial regressions coefficients with a vol. 1, no. 40, pp.110-117. doi:  10.20535/1560-
given (small) variance. Lecture Notes on Data Engineering and 8956.40.2022.261665
Communications Technologies. 2022, vol. 134, pp. 288-303. doi:
10.1007/978-3-031-04812-8_25
Received 26.09.2022

Bioomocmi npo asmopie / About the Authors

Ilasnos Onexcandp Anamoniiioéuy — TOKTOp TEXHIYHUX HAYK, Ipodecop Kad. iHPOPMATHKH Ta IPOTPAMHOT iHXKe-
Hepii HamioHanbHOro TexHIUHOTO yHiBepcuTeTy YKpaiHu «KuIBCbKM MoniTeXHIYHMH iHCTUTYT iMeHi Iropst Cikopch-
koro»; M. Kuis, Ykpaina; ORCID: https://orcid.org/0000-0002-6524-6410; e-mail: pavlov.fiot@gmail.com

T'onosuenxko Maxcum Mukonaiioeuy — crapmuii Bukianad kad. ingopmaruxu ta nporpamuoi imxenepii Haumiona-
JILHOTO TEXHIYHOTO yHiBepcuTeTy YKpaiHu «KuiBcbkuil mostiTexHidHui iHCTHTYT iMeHi Iropst Cikopcbkoro»; m. Kuis,

Vkpaina; ORCID: https://orcid.org/0000-0002-9575-8046; e-mail: madete25@ukr.net

Pavlov Alexander Anatolievich — Doctor of Technical Sciences, Full Professor of Informatics and Software Engi-
neering Department of the National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”; Kyiv,
Ukraine; ORCID: https://orcid.org/0000-0002-6524-6410; e-mail: pavlov.fiot@gmail.com

Holovchenko Maxim Nikolaevich —  Senior Lecturer of Informatics and Software Engineering Department of the
National Technical University of Ukraine “lgor Sikorsky Kyiv Polytechnic Institute”; Kyiv, Ukraine; ORCID: https://or-

cid.org/0000-0002-6524-6410; e-mail: madete25@ukr.net

Bicnux Hayionanvnoco mexuiunozo ynisepcumemy «XIIIy. Cepisn: Cucmemnuii
ananis, ynpasninus ma ingpopmayiini mexnonozii, Ne 2 (8) 2022


mailto:ma4ete25@ukr.net

