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ADAPTATION OF LAMBDAMART MODEL TO SEMI-SUPERVISED LEARNING

The problem of information searching is very common in the age of the internet and Big Data. Usually, there are huge collections of documents and only
multiple percent of them are relevant. In this setup brute-force methods are useless. Search engines help to solve this problem optimally. Most engines
are based on learning to rank methods, i.e. first of all algorithm produce scores for documents based on they feature and after that sorts them according
to the score in an appropriate order. There are a lot of algorithms in this area, but one of the most fastest and a robust algorithm for ranking is
LambdaMART. This algorithm is based on boosting and developed only for supervised learning, where each document in the collection has a rank
estimated by an expert. But usually, in this area, collections contain tons of documents and their annotation requires a lot of resources like time, money,
experts, etc. In this case, semi-supervised learning is a powerful approach. Semi-supervised learning is an approach to machine learning that combines
a small amount of labeled data with a large amount of unlabeled data during training. Unlabeled data, when used in combination with a small quantity
of labeled data, can produce significant improvement in learning accuracy. This paper is dedicated to the adaptation of LambdaMART to semi-supervised
learning. The author proposes to add different weights for labeled and unlabeled data during the training procedure to achieve higher robustness and
accuracy. The proposed algorithm was implemented using Python programming language and LightGBM framework that already has supervised the
implementation of LambdaMART. For testing purposes, multiple datasets were used. One synthetic 2D dataset for a visual explanation of results and
two real-world datasets MSLR-WEB10K by Microsoft and Yahoo LTRC.
Keywords: learning to rank, information retrieval, semi-supervised learning, pairwise ranking, LambdaMART, pseudo labeling, NDCG.

Introduction. A modern person searches for useful
information or some stuff every day. Usually, we sort a list
of items to find the best option. But today in the Big Data
age almost all information stored on the internet and
information retrieval systems like search engines can help
us to handle this. Search engines based on learning to rank
(LR) methods. LR is the application of machine learning
that constructs ranking models for information retrieval
systems. The ranking model proposes to rank, i.e.
producing a permutation of items in new, unseen lists in a
similar way to rankings in the training data.

One of the naive and simple to understand approaches
in LR is pairwise comparison. In this case, we take two
objects and try to classify which of them is more preferable
than another. For example, bubble sort works with the same
rules. The main advantages of this approach are simplicity
and the ability to describe an algorithm's behavior. The
pairwise approach is popular in the state-of-the-art ranking
methods, i.e. LambdaMART [1]. This method was
developed more than ten years ago, but still one of the most
efficient and faster.

As we say above, today we are dealing with a huge
dataset. And not always there is an opportunity to label all
data, because of cost or complexity. So when we can't mark

the whole dataset we can use some compromise in the form
of semi-supervised learning: train model on labeled and
unlabeled data at the same time. In our research, we've
developed a semi-supervised version of the LambdaMART
algorithm.

This paper is organized as follows: Section 2
describes the problem statement. Section 3 provides a short
review of related literature in the area of the research.
Section 4 describes the proposed semi-supervised learning
to rank approach. After that, we'll show the accuracy of the
proposed algorithm on multiple datasets in Section 5.
Finally, Section 6 contains conclusions.

Problem statement. Suppose that D ={d,,....d,} —
set of documents, where N —denotes number of

documents, Q ={q,,...,0,,} —set of queries, where M —
number of queriesand N > M. R ={r,,...,r, } — ordinal set
of ranks, where K denotes the number of ranks. Usually
in Information Retrieval (IR) K €[2,5] e.g.
R = {irrelevant, relevant} in binary case and if K=5
then R = {bad, fair, good, excellent, perfect} [2]. There
exists a total order between the ranks 1 >1r_, >..>1,

where "~ "denotes a preference relationship.
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Each query ¢; related with a subset of retrieved
documents D; ={d,,...,d; )}, where n(q,) —size of D,
and list of labels Y, ={Y,;,..., Yin(q)}» Where y; €Y and

denotes rank of document d;, n(q)>m(q) —some
documents haven't labels as a part of the query. Feature
vector X e X represent the "query —document” pair
x; =¥(q;,d;) [3]. Usually, only query—document
features are available, queries and documents feature not

disclosed because it's a commercial secret of search
engines. Thus training data can be formally represent as

subset of labeled query —document pairs L ={(x;,y;)},
[L|=1 and subset of unlabeled pairs, U ={x;}, |[U|=u

the set U will be used in an unsupervised manner.

In IR information about labels can take several forms
such as absolute labels, preference relations, complete
orderings, or partial ordering. We'll use pairwise preference
relations of the form document "i is preferred to j", and

denoted by i> j. This information can be obtained by
comparison of documents' labels.

Our goal is to estimate a function f (X, W), where w
— the function's parameters, which compute the score of a
document related to a query: o, = f (X;,w) . For any pair of
items X; and X; we'll compute the score o; and 0;. The
two scores are mapped to a learned probability that X,
should be ranked higher that X; using a probabilistic

model P(x; > X;). The one of the widely used in IR is
Bradley — Terry model:

P> j)=——. ®

Let O={i > j,.i, > j,,...} be a set of observed
pairwise preferences. We can estimate parameters w by
maximizing likelihood.

C= > I, logP(i> j)+
(i, j)eL

+ > 1, log P(i > j) - max,

(i.))eU

)

where |; ; —the indicator that denotes the observed

pairwise preference, |;,; =1 when i j, 0 otherwise [4];

o — regularization coefficient.

Related works. During this research, we relied on the
different groups of papers. First of all is an overview of
ranking algorithms, especially pairwise methods.
Christopher J.C. Burges showed in his work evolution from
RankNet — and neural networks-based algorithm to
LambdaMART boosting-based approach for ranking. And
nowadays LambdaMART is one of the state-of-the-art
algorithms in LR. According to him the key observation of
LambdaRank is thus that to train a model, we don't need the
costs themselves: we only need the gradients (of the costs

with respect to the model scores). The arrows (A1'S)

mentioned on fig. 1 are exactly those gradients. Note that
this does not mean that the gradients are not gradients of a
cost. The model was designed to learn Normalized
Discounted Cumulative Gain (NDCG). LambdaMART
combines MART (multiple additive regression trees) and
LambdaRank [5].

—

I

Fig. 1. An example of RankNet gradients (black) and
LambdaRank gradients (red)

In [6] the authors covered clustering. They compare
unsupervised and semi-supervised clustering, describing a
typology of methods. The main difference of semi-
supervised clustering is the availability of some external
knowledge. But they also consider that the available
knowledge is too far from being representative of a target
classification of the items, so that supervised learning is not
possible, even in a transductive form.

So if we have labels of good quality but still not
enough for supervised learning the good choice is
transductive learning. One of the first approaches of
transductive learning is T-SVM [7] by Vapnik. Also, the
transductive  approach was applied in LR by
Rahangdale A. U., and Raut S. in [8]. The authors propose
rank preserving clustering with PLoacalSearch and get
pseudo labels for unlabeled data. They present semi-
supervised learning that adopts a clustering-based
transductive method and combines it with a non-measure-
specific listwise approach to learn the LTR model.

And another group of methods is proposed cost
function for boosting algorithms with regularization on
unlabeled data and. [9] presents a boosting-based algorithm
for learning a bipartite ranking function (BRF) with
partially labeled data. The proposed approach is a semi-
supervised inductive ranking algorithm which, as opposed
to transductive algorithms, can infer an ordering on new
examples that were not used for its training. And in [10] the
authors made the assumption that unlabeled data gives

information about the data distribution P(x) and the
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structure of the unlabeled data tells us about the ranking
function. The authors show it on non-convex clusters. So
unlabeled data defines the extent and shape of clusters and
labeled data determines the class/function value of each
cluster.Semi-supervised ranking function. The proposed
semi-supervised approach consists of two steps: pseudo
labeling and learning of ranking function. The main focus
of the paper is a second step.

During the pseudo labeling step we used the k -NN
algorithm for label assignment. This algorithm is very
common choice in semi-supervised learning. The k -NN
algorithm uses the compactness hypothesis: nearest docu-
ments have the same labels. For each example in the labeled
training set L, we assigned the same label to its nearest
neighbors from U [11]. The k -NN algorithm with a small
number of neighbors (<3) showed the best experimental
result. It could be explained by complicated structure of
cluster, overlapping between them and noise in the data.

As we described above the pairwise ranking approach
based on the Bradley — Terry model, which could be
expressed as sigmoid (fig. 2):

0;—0;
P(i- ) =——=
0,+0; 1+e""

=1-P(j=i). 3
So sigmoid usually optimized using cross-entropy
loss:
C, =P, logP, - (L-R))log(l-R,) =
=-P[log P, ~logl-R)]-logL-P) = (4)
=—P;(0,—0;)+log(1+e™),

where 5”, P, —true and predicted probabilities respect-
tively.
10 p—
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Fig. 2. Bradley — Terry model

Derivative of the loss function:

6C;  6C; 60y 5CU 8o, 60;

ij 5
oW 50 §W 60 [5W 5w] ®)

Let's describe the derivative:
5C.  S(-Po. a0y _
i ( ij .,)+5|Og(1+e ):—Pij-i-Pij. (6)
50, 50, 60

] ] ]

Training process using mini-batch gradient descent,
but the batch is a query. And the query consists of labeled
and unlabeled documents, the LambdaMART learning
looks like this:

)
where 77 — learning rate.
Formula (7) should be modified for semi-supervised
model:

oC, o6C,
W—W-— —+
U[ZL: ow az ow

U

(8)
The equation above introduced a semi-supervised
version of the LambdaMART model.
For clarity, we'll use an example: a query consisting
of 5 documents: 1, 2, and 3 with labels and 4, 5 without
labels. In this case, describe the equation (8):

oC, oC,
—+a
ZL: oW Z 5w
_06Cy, 60, ) 6Cyy (50 50)
5012 owo 5W 5013 oW oW
Cy (502 ) 45 (504 __)
5023 oW oW 5 oW oW ©)
14 (5 o 504) Cis (501 )
5 oW Ow 5 oW oW
24 (502 502 25 (502 )
5024 oW oW 5 oW oW
5C3 (503 502) C. (503 505)
5 oW oW 6 oW oW

For optimization, we'll introduce factorization,

oy 90
because S0, computed faster than w :

ij W
& 5C12 _'_5(:13_’_065C 15]
oW 50, 00, 00, 5015
50 [5C 5(:24 r 0Cy 5C12]+
5W 5023 5024 00, 00,
3 [ 5C35 _ 5C13 _ 5C23]+ (10)
ow 5034 5035 00,; 00,
+&[O{ 5C45 —a 5C14 —a 5C24 —a 5034]+
OW 50, 00, 00, 5034
+%[ é‘(:45 —a 5(:15 —a 5C25 35 ]
ow 00, 00, 00, 5035

Let's introduce lambda:
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A= Y - Y A+ (11)
ifi, jyel, i idely
+(Z[ Z ﬂ,u- - Z ﬂ1j+]'
ifi, jyely i j3ely
where | — set of pairs of indices {i, j} .
So in general:
oC !
59, (12)

/I
2 50, Zaw)“"

ijel i

Only need to add an NDCG component to the
gradient. The idea is quite straightforward: if the change in
NDCG by swapping i and | is large, we expect the
gradient to be large as well to make this happen in the hope
of maximizing NDCG. And indeed, the paper showed that
this works empirically:

5C LambdaRank,ij

fon
=1 | ANDCG; |, (13)
ow

ow

where | ANDCG; | — change in NDCG score if document

i swapped with j.

| ANDCG; |-
- iDi:G | |o§2111n) +(Io;?1jj))+m)_
“I5es @ 2 gy s 0

where s, — true label of document i;

r, —rank position of document i returned by the

model [12].

Experiments. For the experiment was used
LightGBM - an open-source gradient boosting framework
that uses tree-based learning algorithm. It is based on
decision tree algorithms and wused for ranking,
classification, and other machine learning tasks. The
development focus is on performance and scalability. The

eoeo 00
i

o WN

Fig. 3. Ranking methods comparison: a — supervised on full dataset, b — supervised using only available part of dataset,
¢ — semi-supervised method. Here: —1 — no label, 1-5 — ranks
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framework has an implementation of a pairwise ranking
approach and allows the use of custom learning objections
for ranking.

First of all, we've generated a dataset with 2D feature
space and multiple queries. These allow us to visualize
results and understand the models. The fig. 3 compares
supervised and semi-supervised methods.

Fig. 3, ¢ shows that a semi-supervised approach with
a small number of labels can build decision function almost
the same as the supervised with all labels. For pseudo
labeling was used the k -NN method with the number of
neighbors equal to 3. With synthetic data, the semi-
supervised clustering method works also well, but for
concordance with real-world, datasets were chosen exactly
the k -NN approach.

A dataset was used Microsoft Learning to Rank
Datasets (MSLR-WEB10K) and C14 — Yahoo! Learning to
Rank Challenge (Yahoo LTRC). Both datasets consist of
feature vectors extracted from query — URL pairs along
with relevance judgment labels from 0 to 4.

As we can see in tab. 1 the datasets are imbalanced:
the higher the rank, the fewer documents are found in the
dataset.

So to make a semi-supervised dataset we removed
labels of 90 % documents per query. Documents for label
removal were chosen by uniform distribution and this
aggravated the disbalance problem. Because in some
queries there were only a couple of relevant labels and after
labeling these queries lost their relevant document with
labels at all. Let's say in this way we generate the worst
case.

As a metric NDCG was chosen. The metric works
with multiple relevance levels and always in range [0, 1].
For better measuring, we take NDCG on different levels 1,
3, and 10.

First, we measured baseline on full (upper) and only
semi-supervised (lower) editions for both datasets (tab. 1).
As we can see in the table below the additional 90 % of
labeled data can increase metric only by 0.05.

Table 1 — Dataset description

MSLR- Yahoo
WEB10K LTRC
Number of train docs 723412 473134
Number of train queries 6000 19944
Number of docs per query mean 120.57 23.72
Number of docs per query std 70.15 9.00
Number of docs per query mode 110.00 9.00
Ranks distribution 0-0.52 0-0.25
1-0.32 1-0.36
2-0.13 2-0.29
3-0.02 3-0.08
4-0.01 4-0.02

The tab. 2 and tab. 3 show that the proposed semi-
supervised method can improve accuracy. Also, we can see
that improvement grows with relevance level (an
improvement on level 1 higher than on level 10).

For pseudo labeling was used the k -NN method with
the number of neighbors equal to 1. This is caused by the

method's sensitivity to labeling quality. So datasets
complex inner structure has a negative influence on pseudo
labeling quality with a high number of neighbors or semi-
supervised clustering approaches. And as a result, it's
bringing the model accuracy decreasing.

Table 2 - MSLR-WEB10K results

NDCG@1 | NDCG@3 | NDCG@10
Lower baseline 0.5169 0.5089 0.5163
Upper baseline 0.5621 0.5440 0.5416
Proposed method | 0.5290 0.5118 0.5184

Table 3 — Yahoo LTRC results

NDCG@1 | NDCG@3 | NDCG@10
Lower baseline 0.7187 0.7206 0.7738
Upper baseline 0.7583 0.7545 0.7965
Proposed method | 0.7310 0.7286 0.7778

Conclusion. The given research described a semi-
supervised adaptation of the LambdaMART algorithm. The
proposed semi-supervised method is based on the
regularization and pseudo labeling approach and improves
the ranking accuracy on datasets with a small number of
labeled documents. It especially improves accuracy on a
high relevance level. But the proposed method is very
sensitive to the quality of pseudo labeling. Also, the task is
complicated by unbalancing the target datasets. Because of
that, we should choose labeling algorithms very carefully.
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AJATITAIOIA MOAEJI LAMBDAMART 10O HAINIBKOHTPOJIbOBAHOI'O HABYAHHA

Ipo6iema nomyky iHdopMamii gyxe HOIIMPEHa B eOXy [HTEpHETY Ta BEIMKUX JaHUX. 3a3BUYall iCHYIOTh BEJIMYE3HI KOJEKIl TOKYMEHTIB, 1 e
KiJIbKa BIICOTKIB 3 HUX € aKTyaJlbHUMHU. Y I[bOMY HaJAIITyBaHHI MeToIn mepebopy HeepekTuBHi. [TomTyKoBi crcTeMH JOMOMAararoTh BUPIMIUTH IFO
npo0ieMy ONTHMAILHUM CHOCOOOM. BifbIIicTh MOIIYKOBMX JBHUIYHIB 3aCHOBaHI Ha METO/AX HABYAHHS PAHXHMPYBAHHIO. TOOTO CIOYATKY aJTOPUTM
BHJIa€ OLIHKN JOKYMEHTaM Ha OCHOBI iX 03HaK, a ITOTIM COPTYE IX BiAMOBIJHO /10 IIUX OLHOK Y BiIIOBITHOMY HOPSIIKY. IcCHYe GaraTo anropuTMiB y mii
Trarysi, aje ofHAM i3 HAaWIBUIIINX | HATIHUX anropuTMiB pamkupyBaHas € LambdaMART. Lleif anroputm 3acHOBaHNM# Ha OyCTiHTY Ta pO3pOOIeHHIt
JIMIIE JUIs HABYAaHHS 3 BUUTENEM, i€ KOKEH JIOKYMEHT y KOJIEKIiT Ma€ paHr, OLiHEHUH ekcrepToM. AJjie 3a3Buyail y 1ii cdepi Koiekuii MicTATh Macy
JIOKYMEHTIB, 11X aHOTaIlisl BUMarae 6arato pecypcis, sIK-0T 4acy, IPOIIeH, eKCIIEPTiB TOII0. Y IbOMY BUITaJIKy HaIliBABTOMATHYHE HABYAHHS € IIOTYKHUM
migxonoM. HamiBaBTOMaTHuHe HaBYaHHS — II€ MiAXiJ y MAIIMHHOMY HaBYaHHI, SIKHIl NOEJHYE HEBENMKY KINBKICTh IO3HAYEHUX JAHHUX i3 BEIHKOIO
KIUTBKICTIO HE NMO3HAYEHMX JaHMX IiJ1 4ac HaB4yaHH:. J{aHi 6€3 MIiTOK y MO€THAHHI 3 HEBEIMKOIO KUTBKICTIO MIYEHUX JAHUX MOXKYTh 3HA4YHO i IBHUIIUTH
TOYHICTh HaBYaHHA. Ll crarTs npucesueHa aganrarii LambdaMART no HamiBaBTOMaTHYHOTO HaBYaHHs. ABTOP NPOIIOHYE JI0/1aBaTH Pi3Hi BaTH IS
PO3MiUEHNX i HEPO3MideHNX JIOKYMEHTIB il 4ac MpOIeypH HaBYaHHs, 00 JAOCATTH OiIbITy HAIIHHICTh 1 TOYHICTB. 3aNPONIOHOBAHMIT aNTOpPUTM OYII0
peanizoBaHO 3 BUKOPUCTAHHSM MOBH Tporpamysanis Python ta dpeiimBopky lightGBM, sikuit yxxe mae pearmizamito LambdaMART s HaByaHHS 3
BunTeneM. J{ns minelt TectyBaHHs Oyso BHKOPHCTAaHO Kinbka HaOopiB fgaHmx. OmuH cuHTeTnuHMi 2D-Habip maHWX JUIS Bi3yalbHOTO ITOSCHEHHS
pe3yabTartiB i 1Ba peansHux Habopu manux MSLR-WEB10K Big Microsoft i Yahoo LTRC.

KuiouoBi cioBa: HaBYaHHS pPaHXKYBaHHIO, IMOWIYK iH(opMalii, HamiBaBTOMAaTUYHE HaBYaHHS, IONAapHe paHxyBaHHsA, LambdaMART,
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