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METHODS AND MEANS TO IMPROVE THE EFFICIENCY OF NETWORK TRAFFIC SECURITY
MONITORING BASED ON ARTIFICIAL INTELLIGENCE

This paper aims to provide a solution for malicious network traffic detection and categorization. Remote attacks on computer systems are becoming
more common and more dangerous nowadays. This is due to several factors, some of which are as follows: first of all, the usage of computer networks
and network infrastructure overall is on the rise, with tools such as messengers, email, and so on. Second, alongside increased usage, the amount of
sensitive information being transmitted over networks has also grown. Third, the usage of computer networks for complex systems, such as grid and
cloud computing, as well as 0T and “smart” locations (e.g., “smart city”) has also seen an increase. Detecting malicious network traffic is the first step
in defending against a remote attack. Historically, this was handled by a variety of algorithms, including machine learning algorithms such as clustering.
However, these algorithms require a large amount of sample data to be effective against a given attack. This means that defending against zero-day
attacks or attacks with high variance in input data proves difficult for such algorithms. In this paper, we propose a semi-supervised generative adversarial
network (GAN) to train a discriminator model to categorize malicious traffic as well as identify malicious and non-malicious traffic. The proposed
solution consists of a GAN generator that creates tabular data representing network traffic from a remote attack and a classifier deep neural network for
said traffic. The main goal is to achieve accurate categorization of malicious traffic with a few labeled examples. This can also, in theory, improve
classification accuracy compared to fully supervised models. It may also improve the model’s performance against completely new types of attacks. The
resulting model shows a prediction accuracy of 91 %, which is lower than a conventional deep learning model; however, this accuracy is achieved with
a small sample of data (under 1000 labeled examples). As such, the results of this research may be used to improve computer system security, for
example, by using dynamic firewall rule adjustments based on the results of incoming traffic classification. The proposed model was implemented and

tested in the Python programming language and the TensorFlow framework. The dataset used for testing is the NSL-KDD dataset.
Keywords: cybersecurity, network security, malicious traffic identification, machine learning, generational adversarial networks, semi-supervised

learning.

Introduction. Computer networks are a key part of
modern digital communications. However, these networks
can be susceptible to malicious network traffic and various
attacks. These attacks can be categorized by specific packet
information used in them, such as the source address,
service and port used, protocol used, etc. As such, network
intrusion and attack detection play an important part in
identifying an attack and counteracting it and are relevant
areas of research.

Additionally, modern machine learning methods and
algorithms can be used to categorize data or objects with
great precision, provided there is a large enough training
sample. A variety of statistical analysis methods are used to
categorize the data. These include data clustering, which
attempts to group data points based on their similarity to
each other. A well-known example of such an approach is
k-means clustering, which attempts to assign N data points
to K clusters. A variation of this algorithm called k-nearest
neighbors is often used for classification problems.
However, accurate clustering often requires a large number
of data points. Another common machine learning
algorithm approach is supervised learning, for example,
using a decision tree classifier. In this approach, we attempt
to create a relation between input data and class labels in a
tree-like structure. However, as a supervised learning
algorithm, this requires the input data to be labeled. A
common problem with these approaches is the necessity of
having a large number of labeled examples. With rapid
developments in security penetration, a problem has
appeared where new penetration methods appear frequently
and gathering enough packet samples for model training
becomes a difficult task. Therefore, the aim of this research

is to develop a method for classifying network traffic with
a small number of labeled examples.

Problem definition. The core problem that the
research focuses on is the problem of malicious traffic
identification and categorization. The first part of the
problem is the identification of whether or not traffic is
malicious in nature. Malicious traffic is one that can be used
to attack the computer network and individual devices in
the network and includes malware, DoS attacks, network
scanning, data exfiltration, R2L, etc. The second part of this
problem is the categorization of malicious traffic.

Relevant works. A number of researchers have
tackled the problem of network attack classification [1, 2]
and the effect of malicious traffic on computer networks [3,
4]. Of particular interest to this paper is the general
approach to performing a network attack described in [1],
as well as the classification and effects described in [2] and
[3], respectively.

Additionally, research into intrusion detection and,
more importantly, an analysis of malicious traffic packet
contents [5-7] help connect network attacks to packet
contents. This allows for the definition of features used by
the machine learning algorithm.

Lastly, research in the area of applying machine
learning to solve network intrusion detection problems was
performed [8], where a variety of models and algorithms
were used. Approaches to categorizing tabular data with
ML algorithms are described in [9]. This research describes
the architecture of GAN networks and semi-supervised
GAN networks [10-12].

In the author’s opinion, the problem of intrusion
detection using machine learning algorithms when there is
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insufficient data remains understudied. Additiona-
Ily, proposed solutions may encounter difficulty with
generalization when being applied in different scenarios. A
GAN-based model could be used to achieve a greater
degree of generalization.

Research objective. The purpose of this work is to
research methods and models of malicious network traffic
detection and categorization with the use of artificial
intelligence models. Additionally, the purpose of the work
is to create a ML model that can be used to detect and
classify malicious traffic with packet information.

Dataset information.

The dataset used in this research is NSL-KDD
[13], which contains 125000 examples of network traffic
packet data as well as 22 categories based on attack type.
Packets labeled “normal” indicate no attack. The features
used in the classification include internet protocol used,
service used, login status, login attempts, attempts to take
root status, file and script creation, error rate, and
others, for a total of 41 features. A total of 67000 records
are labeled as non-malicious traffic, and 58000 are labeled
as malici-ous (fig. 1, fig. 2, fig. 3).

Fig. 1 illustrates that most attacks seem to occur via
tcp and icmp protocols, whereas udp connections are less
likely to be malicious.
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Fig. 1. Distribution of malicious and non-malicious traffic with
regards to protocol used

Fig. 2 shows a small sample of dataset entries. Here
we can see that most of the data is continuous numerical
data. However, it should be noted that the fields
“protocol”, "service,” and “flag” are categorical.
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Fig. 2. Selection of examples from the dataset [13]
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Fig. 3. Dataset information [13]

Fig. 3 shows all of the data fields used in the dataset.
This presents the full set of features (for this dataset) that
may be used to identify malicious traffic. For the purposes
of this research, no significant data processing was
performed.

Presentation of the main material.

The following data pre-processing was performed: the
categorical values were converted to numerical values, the
dataset was scaled using standard scaling, equation (1).

z=4, M
o

where Z — standardized value.
X — original feature vector.
1 — mean of the feature vector.

o — standard deviation of the feature vector.

The labels were one-hot encoded in order to be used
for categorical classification.

For training, we make use of a 70:30 split of training
to test data.

As a baseline classifier, a simple deep neural network
was implemented using TensorFlow keras with two fully
connected layers with 32 and 16 neurons, activation
function is “relu”, batch normalization layers, and dropout
layers to prevent overfitting (fig. 4). The final layer is a
dense layer with “softmax” activation for categorical
classification. Model metrics are
“categorical_crossentropy” for loss function and
“categorical_accuracy” for accuracy. The model was
trained for 50 epochs on the dataset and achieved 99 %
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accuracy, indicating possible overfitting (fig. 5). This
classifier will be used to evaluate the performance of the
GAN-based classifier.
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Fig. 5. Baseline classifier model training metrics: a — loss metric,
b — accuracy metric

The second model is based on a generative adversarial
network (GAN). These networks consist of a generator
model and a classifier model. The generator uses gaussian
distribution noise to generate fake information, equa-
tion (2).

—(x-p)°

1 2
e 20, )
o\2r

where P(x)— probability density function for x.

X — original feature vector.
4 — mean of the distribution.

o — standard deviation of the distribution.

The classifier model of GAN is used to classify
generator output as real or fake. For this, a DNN with
sigmoid activation is used, somewhat similar to the baseline
classifier network shown earlier. The result of the
classification is used to calculate generator loss and
discriminator loss (fig. 6). This allows the generator to be
trained to create more believable fake data.

P(X) =

Fig. 6. General architecture of a GAN network [14]

As seen in fig. 6, the GAN network can use portions
of real data and generator input to create fake data. This
data is then categorized by the discriminator model. The
main purpose of such a network is to train the generator
model to create fake data that is similar enough to real data
that the discriminator model cannot tell a difference.

A subtype of GAN networks is a semi-supervised
GAN. These are often used when trying to create a
generator with few real samples available. In this case, the
discriminator predicts N+1 classes, with an additional label
being used for fake data classification. Of particular interest
to this research is the efficiency of the categorical
discriminator, not the generator model. The approach used
is to feed a small number of labeled samples to the classifier
on each iteration alongside a large number of unlabeled
samples, partially by removing labels from real data and by
using generated data.

In our implementation, we use two discriminator
mo-dels, one for real/fake categorization and another for
attack categorization. The target of the research is the attack
categorization model. The models share weights to ensure
correct categorization for real and fake as well as attack
class. We use two dense layers of size 256 and “relu”
activation, as well as batch normalization and dropout
layers. Output layers are “softmax” for the categorical
classification model and “sigmoid” for binary
classification. Loss  functions and metrics are
“categorical _crossentropy”, “binary_crossentropy”,
"categorical accuracy" and “binary accuracy” for the
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categorical discriminator and the binary discriminator,
respectively (fig. 7, fig. 8). Since all of our input data is
labeled, we only use a small sample of labeled
entries, between 100 and 500 samples, as input for the
categorical classifier model. For the generator, a model
with three dense layers was used with 128, 256, and 512
nodes and “relu” activation. Additionally, batch norma-
lization and dropout layers were used. The output layer is a
dense layer with nodes equal to the number of features and
“tanh” activation (fig. 9). For model training, 10 epochs
were used. With final training, categorical accuracy is
around 99 % and binary accuracy is around 78 %. Final
validation categorical accuracy is around 89 %. This
indicates possible model overfitting (fig. 10-12).

batch_normalizstion_3 {Batc

Fig. 8. Binary discriminator model

In fig. 7 and fig. 8, we can see the characteristics of
the classifier models. As mentioned before, the classifier
model from fig. 7 is used to predict class labels, and the
binary classifier from fig. 8 is used to improve the generator
model.

In fig. 9, a generator model is presented that takes an
input of gaussian noise and real data and outputs generated
data fields similar to the initial dataset. The final layer of
the model goes directly into the classifier model.
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Fig. 9. GAN (generator and discriminator) model
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Fig. 10. GAN model metrics: a — generator and binary
discriminator loss metrics; b — binary discriminator accuracy

In fig. 10, b we can see that the binary discriminator
accuracy can fluctuate a lot, whereas in 10, a we can see
that the loss of the binary discriminator is steady and
decreasing. This means that the generator is producing data
similar to real samples.

In fig. 11, a we can see that the training accuracy for
the categorical classifier is high, reaching over
90 %; however, in fig. 11, b and fig. 12 we can see that the
loss and accuracy on validation samples are lower, at 88 %.
This may be explained by overfitting, perhaps due to model
complexity or the values of the generated data being too
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disjointed from one another compared to real data. For
example, a combination of certain values in data fields in
real samples may indicate an attack, whereas in generated
samples, these values may differ; however, the data would
still be created under the “attack” label.
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Fig. 11. Categorical classifier metrics: a — classifier training
accuracy; b — discriminator loss on validation data
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Fig. 12 Classifier model accuracy on validation data

Conclusions. This research proposes the use of
semi-supervised GAN model to train a classifier network
for categorizing malicious network traffic with a limited
number of labeled entries. For comparison, we also used a
baseline classifier DNN with a full dataset. The baseline
classifier managed to achieve a validation accuracy of
99 %, whereas the SGAN discriminator only achieved
88 %. The SGAN discriminator shows signs of overfitting
with a training accuracy of 99 %. While the results are
subpar compared to a full dataset classifier, it is worth
noting that the SGAN model only received a small portion
of the dataset labels, between 100 and 500 samples, in
different tests while still achieving a relatively high
accuracy score. It should also be pointed out that GAN
networks generally have trouble generating entirely new
information; instead, they create slight variations of

existing data. As such, it may not be able to be used to train
a network to predict entirely unknown threats.

Overall, SGAN networks may not be an effective
solution to training network attack classifiers; however,
additional research may be conducted. In particular, the
question of network hyperparameter tuning remains
open, as it may allow us to prevent overfitting and improve
model accuracy. Additionally, since the research was
conducted only on a single dataset, it is worth exploring
additional datasets to further evaluate the proposed
solution.
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METO/M TA 3ACOBHU NIJIBUINEHHSA EOEKTUBHOCTI MOHITOPUHI'Y BE3IIEKH MEPEXKEBOI'O
TPA®IKY HA OCHOBI ITYYHOI'O IHTEJIEKTY

Ll cTaTTa Mae Ha MeTi 3aIPOTIOHYBATH PIllIeHHs JUIs BUABJICHHS Ta KaTETOpH3allii MIKiTHBOTO MepexeBoro Tpadiky. Binnaneni ataku Ha KOMITFOTepHI
CHUCTEMH CTAIOTh BCE OLIbLI MONIMPEHUMH Ta HeOe3rneyHuMu B Ham yac. Lle mos's3aHo 3 AekinbkoMa (akTopaMu, NesKi 3 sIKMX HaBeleHi Huk4e. [lo-
TiepIe, 3pocTae BUKOPHCTaHHS KOMITTOTEPHHX MEPEK Ta MEPEekKeBOi iHPPACTPYKTYpH B IIIIIOMY 3a JOMOMOTOIO TAKUX iHCTPYMEHTIB, K MECEH KEpH,
eNIeKTPOHHA nomiTa Toio. [To-apyre, pasom 3i 30iMbIIEHHIM BUKOPHCTaHHS 3pOCTae i 00csAT koHbieHniiHOT iHpopMariii, o nepeaeThest MepeKaMH.
ITo-Tpete, 3pOCII0 BUKOPHUCTAHHS KOMITTOTEPHUX MEPEX y CKIAAHNX CUCTEMAX, TAKHUX K eJIEKTPOMEPExKi, XMapHi 00UHMCIICHHs, a TakoX [HTepHeT peueit
i «po3yMHI» JIOKaIii (HanmpyKiIaJ, «po3yMHe MicTo»). BusiBinenHs mkimmBoro MepexxeBoro tpadiky € mepIruM KpoKoM y 3aXHCTI BiJ] BiaNeHol aTakH.
IcTopruno 11E poOMIIOCS 3a TOMOMOTOI0 Pi3HUX AITOPHTMIB, B TOMY YHCII QJITOPUTMIB MAIIMHHOTO HAaBYaHHS, TAKHX sK KiacTepusanis. OmHak i
AITOPUTMH BUMATAIOTh BEJTHUKOI KITBKOCTI BHOIPKOBUX IAHHUX, 1100 OYTH e(heKTHBHIUMHE MPOTH TIEBHOI aTak. L{e 03Hauae, 110 3aXUCT BiJ] aTaK HYJIbOBOTO
JiHS a0 aTak 3 BENMKOIO JMCTIEPCIi€r0 BXiTHUX TAaHUX BUSBIIAETHCS CKIAJHMM JUIS TAKUX alrOPUTMIB. Y Iiif CTAaTTi MU NPOMOHYEMO HaIiBKEPOBaHY
TeHepaTHBHY 3MaranbHy Mepexy (GAN) st HaBuaHHS MOJIENI TUCKpUMIHATOpa JTs Kiacudikarii 3moBMucHOTO TpadiKy, a TaKoxk JuIs ineHTudiKkarmii
37I0BMHCHOTO 1 HEHIKiZATUBOTO Tpadiky. 3anponoHoBaHe pillieHHs CKIamaeThest 3 TeHepatopa GAN, sikuit CTBOPIOE TaOINYHI AaHi, II0 TPEICTABISIOTH
MepexeBni Tpadik Bix BimmameHoi aTakw, i KiachdikaTopa rambokoi HeHpoHHOI Mepexi Juist 1boro Tpadixy. OCHOBHAa MeTa — JIOCATTH TOYHOI
KaTeropu3anii IKiuMBoro Tpagiky 3a JOIOMOTOI0 HEBEIHKOI KiTbKOCTI MAPKOBAHHUX HMPHKIANiB. TEOPETHIHO Ie TaKOXK MOXKE IiIBHIIUTH TOYHICTH
kiacu(ikaIii mopiBHIHO 3 MOBHICTIO KOHTPOIBOBAHUMHE MOAEISIMA. L{e Takok MOYke TOKpamuTH epeKTUBHICTH MOJIENI IPOTH a0COTIOTHO HOBUX THIIIB
atak. OTprMaHa MOJENb MOKa3ye TOYHICTH IepembaueHHs 91%, 1Mo HmkdYe, HDK y 3BHYAifHOI MoJeni MIMOOKOro HaBYaHHS, OJHAK L1 TOYHICTH
JIocATa€eThCs Ha HeBeNuKii BUOipmi nanmx (Menmie 1000 mMapkoBaHWMX NpuKiIaaiB). TakuM YHHOM, pE3yNlbTaTH IBOTO JIOCHTIUKEHHS MOXYThb OyTH
BHUKOPHCTAHI /I MiJIBUIIEHHS O€3MeKW KOMI'IOTEPHUX CUCTEM, HANpPHUKIAM, 33 JOMOMOrOK0 JAWHAMIYHOTO HANAIITYBAHHS MpaBWIl OpaHaMayepa Ha
OCHOBI pe3yJbTaTiB Kiacudikauii BXigHoro Tpadiky. 3ampornoHoBaHa Mojenb Oylia peai3oBaHa Ta MPOTECTOBaHA HA MOBI mporpamyBanHsi Python ta
¢peiimBopky Tensorflow. Jlnst TectyBaHHs BuKopucToByBaBcst Habip garux NSL-KDD.
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HaIiBKEpPOBaHE HABYAHHS
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