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INTELLIGENT TECHNOLOGY FOR SEMANTIC COMPLETENESS ASSESSMENT OF BUSINESS
PROCESS MODELS

In this paper, we present a method for comparing business process models with their textual descriptions, using a semantic-based approach based on the
SBERT (Sentence-Bidirectional Encoder Representations from Transformers) model. Business process models, especially those created with the BPMN
(Business Process Model and Notation) standard, are crucial for optimizing organizational activities. Ensuring the alignment between these models and
their textual descriptions is essential for improving business process accuracy and clarity. Traditional set similarity methods, which rely on tokenization
and basic word matching, fail to capture deeper semantic relationships, leading to lower accuracy in comparison. Our approach addresses this issue by
leveraging the SBERT model to evaluate the semantic similarity between the text description and the BPMN business process model. The experimental
results demonstrate that the SBERT-based method outperforms traditional methods, based on similarity measures, by an average of 31%, offering more
reliable and contextually relevant comparisons. The ability of SBERT to capture semantic similarity, including identifying synonyms and contextually
relevant terms, provides a significant advantage over simple token-based approaches, which often overlook nuanced language variations. The
experimental results demonstrate that the SBERT-based approach, proposed in this study, improves the alignment between textual descriptions and
corresponding business process models. This advancement is allowing to improve the overall quality and accuracy of business process documentation,
leading to fewer errors, introducing better clarity in business process descriptions, and better communication between all the stakeholders. The overall

results obtained in this study contribute to enhancing the quality and consistency of BPMN business process models and related documentation.
Keywords: business process modeling, BPMN, semantic similarity, SBERT, text comparison, business process optimization, natural language

processing.

Introduction. In today’s world, business process
modeling plays an important role in improving manage-
ment and optimizing organizational activities. However,
creating appropriate business process models is a task that
requires significant efforts and resources. Comparing busi-
ness process models with their textual descriptions proves
to be a crucial task, as it can help to ensure the accuracy of
the model, identify discrepancies, and improve the quality
of both the models and the textual descriptions of business
processes [1].

In this context, the relevance of evaluating the align-
ment of business process models with their textual descrip-
tions is evident. Business process modeling, especially
using the BPMN standard, provides a tool for representing
business processes in a graphical format, making them
easier to understand and analyze. However, ensuring con-
sistency between the model and the textual description is
essential to avoid errors and inconsistencies in business
processes [2].

Comparing business process models with their textual
descriptions not only ensures accuracy and consistency but
also helps to identify potential shortcomings and ambigui-
ties in the textual descriptions, which can lead to improve-
ments in the quality of business processes. Additionally,
this approach fosters a shared understanding among all
business process stakeholders, regardless of their level of
expertise in process modeling [3].
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Related work. A systematic literature review was
used to explore current methods for text comparison.

A Systematic Literature Review (SLR) identifies, se-
lects, and critically evaluates studies to answer a clearly
formulated question. The systematic review must follow a
well-defined protocol or plan that clearly outlines the crite-
ria for conducting the review. It involves a comprehensive
and transparent search, conducted across multiple data-
bases and grey literature, which can be replicated by other
researchers. This requires a well-thought-out search stra-
tegy aimed at answering a specific question. The review
identifies the type of information that was searched, cri-
tiqued, and reported over a known period of time. Search
terms, search strategies (including database names, plat-
forms, search dates), and limitations must all be included in
the review [4].

To answer the research questions, the following SLR
objectives were defined:

1. Review articles to identify existing methods for
text comparison;

2. Highlight weaknesses in the methods with the aim
of addressing them through further research;

3. Gain new insights into text comparison methods
that can be applied in future research.

4. The following search string was used for the
study: (“allintitle:” + “text” + “similarity” + “site:” +
“ieeexplore.ieee.org”).
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Fig. 1. General systematic literature review scheme

The initial search using only the keywords yielded
107 academic articles related to text similarity in various
languages. After thoroughly reviewing the articles, those
that were not directly related to the research topic but
appeared due to keyword matches were excluded. Addi-
tionally, articles were excluded due to duplication, lack of
full text, or if the research did not address any of the re-
search questions. After all exclusions, 8 academic articles
remained (fig. 1).

State-of-the-art. The first article analyzed was [5],
which presents the results of applying various methods for
measuring semantic text similarity. The goal of the article
is to assess the degree of semantic equivalence of multi-
word sentences [5].

One of the methods discussed in [5] is Bag-of-Words
(BOW), a technique used to represent fixed-length vectors
from which features are extracted for modeling. One of the
drawbacks of this method is that the word order is lost,
leading to identical vector representations for different
sentences with the same words [5].

Another method presented is word2vec. The neural
network model “Word2Vec” based on skip-gram predicts
surrounding words in sentences without using hidden neu-
rons. Here, the artificial neural network (ANN) is trained
on word pairs extracted from documents, considering the
window size as a critical parameter of the algorithm. The
skip-gram neural network model consists of weights and
biases that are updated with each iteration of the input data
set, and training on a large set of words would be a time-
consuming task [5]. The main idea behind the skip-gram-
based Word2Vec algorithm is that a vector is initially ran-
domly initialized for each word in the vocabulary. Then, for
each position t, the central word at this position is deter-
mined as C, and its context word as 0. To identify the con-

P(we_p | we)

P(we_4 I/‘f’t_)
-
problems  turning

L L

text words, a window size of m is defined, meaning that
the model will consider words in positions from t—m to
t+m as context (fig. 2).

To calculate the probability of a context word by a
given central word, each word is represented by two sets of

vectors: U, and V,,. U, is used when w is a context
word, and V,, when W is a central word. Using these two

vectors, the probability equation for the central word 0 and
the context word c is as follows:

exp(ugvc)

Z:expiul,vC i

weVocab (1)

PO=0|C=c)=

In the numerator (1), there is the dot product of words
0 and ¢, which reflects the similarity between these two
vectors. The higher the similarity, the higher the pro-
bability. The denominator (1) normalizes the probability
values across the entire vocabulary so that the overall sum
equals 1.

The next article analyzed was [6]. This paper dis-
cusses a method called Word Vector Distance Decentrali-
zation (WVDD), which can handle complex semantic rela-
tions, including sentence components and word order [6].
Based on the popular Word2vec model, the WVDD method
is proposed for transforming word vectors into sentence
vectors and implementing the merging of word vectors to
measure sentence similarity, taking into account word or-
der, weighting parameters, and semantic relations. For text
clustering, it suggests using the Apache Spark clustering
algorithm, which employs the K-means algorithm on the
Spark architecture for parallel computing to speed up the
text clustering process [6].
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Fig. 2. Process of learning surrounding words in Word2Vec [5]
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The following article was [7]. This paper examines
the Siamese Neural Network (SNN) and the self2self-
attention (S2SA), which is introduced into a Convolutional
Neural Network (CNN) to build a new Siamese neural
network, specifically the S2SA-SNN.

In S2SA-SNN, self2self-attention is used to learn the
varying importance of words and complex syntactic
features within a single sentence. Semantic text similarity
at the sentence level involves having two sentences. With
one sentence X and another sentence Y, the goal of the
proposed model is to learn the semantic representations of
sentences X and Y and compute a score to measure their
similarity or obtain the output of the activation function
through these semantic representations.

The next article analyzed was [8]. This paper proposes
a short text clustering algorithm based on the fusion of
BTM and GloVe similarity (BG & SLF-Kmeans). These
are used to model pre-processed short texts. To calculate
text similarity based on GloVe word vector modeling, an
improved word weighting method (IWMD) is employed.
Afterward, the two similarities are linearly combined and
used as a distance function to implement clustering via the
Kmeans method. The results indicate that BG & SLF-
Kmeans significantly improves clustering accuracy
compared to TF-IDF & Kmeans, BTM & Kmeans, and
BTF & SLF-Kmeans [8].

The next article analyzed was [9]. This paper reviews
the limitations of the traditional TF-IDF algorithm and
proposes an improved PTF-IDF algorithm. Also, a text
classification algorithm based on PTF-IDF and cosine
similarity is proposed. Compared to the traditional TF-IDF
algorithm, based on an experiment for finding the optimal
keyword, the paper finds that text classification accuracy
reaches a stable value when the category keywords reach a
certain proportion [9].

The next article analyzed was [10]. This paper
explores text similarity using a two-stage model for fine-
tuning Bidirectional Encoder Representations from
Transformers (BERT). Text similarity, as a vertical task in
natural language processing, can achieve performance
improvements through the two-stage model proposed in
this paper [10].

BERT is an abbreviation for Bidirectional Encoder
Representation from Transformers, which is a transformer-
based machine learning technique for pre-training natural
language processing (NLP) developed by Google [10].

BERT can be defined as a function:

. Nxh

where:
- h is the size of the hidden level;
- N=512 is the maximum sequence length

supported by the model.
As an output, BERT (2) receives a paragraph p € P

.. iy
and decomposes it into a sequence e N tokens (p’)jzl.

After that, the sequence (3) is supplemented with N
elements by adding special CLS (Classification), SEP
(Separator), and PAD (Padded) tokens [10].

This token sequence can be written in the form:

P =(CLS,(pj |1 SEP,..., PAD).
®)
In BERT, all tokens are embedded using three
functions: embedded tokens, positions, and segments,
denotedas T, O, and G, respectively. Token embedding
converts unique token values into intermediate vectors
T(Ip)e RV position embedding encodes the token
positions into a single space, O(l p)e RN Segment
embedding is used to associate each token with one of two
sequences G({O,l}N)e RN [10]. The block diagram of
the BERT model is given in fig. 3.

81% | Notspam
Output

19% | Spam

i

[ FFNN + Softmax ]

12 Encoder

2 Encoder

1 Encoder

Input [CLS] |  love folk

Fig. 3. Block diagram of the BERT model [10]

The next article analyzed was [11]. This paper pre-
sents two different models for article categorization. These
models consist of two key components: text semantic
representation and similarity calculation. First, they repre-
sent the text document (article) and then classify it into one
of the predefined categories. Afterward, the models dyna-
mically match the output category with the user-defined
category. The first model uses TF-IDF features as the
semantic representation method, a classifier trained on the
BBC dataset, and GloVe to compute category similarity.
The second model is an improvement of the first [11]. The
GloVe model is an unsupervised learning method used to
obtain vector representations of words. GloVe represents
words in a multi-dimensional space, placing related words
closer to each other in this space. As a result, GloVe
implicitly models complex relationships between words in
a large vector space. To compute the similarity between
different words, GloVe uses cosine similarity and the
vector difference between the given words; it associates
more than one value for a word pair. The vector difference
is needed to better differentiate between words [11].

The next article analyzed was [12]. This paper
analyzes the relationship between the true similarity of
words and the similarity obtained by various word
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embedding methods. The following methods are analyzed
in this paper:

1.  Word2vec. Word2vec includes two different
models: Continuous Bag Of Words (CBOW) and Skip-
gram. Both of these methods are neural networks with a
hidden layer of N neurons, where N is the dimensionality
of the generated word embeddings. The first method,
CBOW, is a neural network where the context of words
serves as the input. The task is to predict the current word
as the network’s output. The second method, Skip-gram, is
a neural network where the input is a one-hot encoding of
a word, and the output is the predicted context of the word,
i.e., the surrounding words [12].

2. FastText. The FastText model directly derives
from the Skip-gram Word2Vec model. The authors claim
that by using a clear vector representation for each word,
the Skip-gram model ignores the internal structure of
words. For this, they proposed a different scoring function
that considers the internal structure. Their subword model
represents each word as a bag of character n-grams. Special
symbols < and > are added at the beginning and the end of
words to distinguish prefixes and suffixes from other
character sequences. The word is also included in its set of
n-grams to learn a better representation of each word. This
model allows sharing representations between words, thus
enabling a more robust representation of rare words [12].

3. GloVe (Global Vectors for Word Representation).
GloVe is a logarithmic bilinear regression model for
unsupervised word representation learning, which
combines the advantages of two families of models: global
matrix factorization and local context window methods.
The overall idea is that the relationship between any two
words, i.e., the frequency of words co-occurring in each
other's context, encodes information about the words. It
captures meaningful linear substructures by effectively
using global word co-occurrence statistics. The model is
optimized so that the scalar product of any word pair
vectors equals the ratio of the corresponding words'
occurrences [12].

4. LexVec is based on the idea of factorizing the
PPMI matrix using a reconstruction loss function. This loss
function does not weigh all errors equally, unlike SVD, but
penalizes frequent co-occurrence errors more heavily while
also handling negative co-occurrence cases, unlike GloVe.
The authors argue that the performance of word similarity
and analogy tasks shows that LexVec compares favorably
with state-of-the-art methods and often surpasses them in
many of these tasks [12].

Algorithm based on the SBERT model. To solve the
task of analyzing the alignment of business process models
with their textual descriptions, the software application

must generate texts T; and T, based on data extracted from

the BPMN and text files. To generate text T;, the

application must extract all the names of “task” elements
and related action elements from the BPMN file:

- “Service Task” is a task that uses a service, which
can be a web service or an automated application [13];

- “Send Task” is a simple task designed to send a
message to an external participant. As soon as the message
is sent, the task is completed [13];

- “Receive Task” is a simple task designed to wait
for receiving a message from an external user [13];

- “User Task” is a typical task of a business process
in which a human executor performs a task with the help of
a software application and is scheduled through some task
list manager [6];

- “Manual Task” is a task that is supposed to be
performed without the help of any business process
execution mechanism or any program [13];

- “Business Rule Task” is a task that involves a
mechanical process to provide input data for the business
rule mechanism and obtain the output data of calculations
that the business rule mechanism can provide [13];

“Script Task” is a task that is executed by the
business process engine. When the task is ready to run, the
engine will execute the script. After completing the script,
the task will also be executed [13].

The following algorithm, presented in the UML

activity diagram in fig. 4, can be used to generate text T; .

®
.

Extract the next word from the
BPMN file

&

Check if the word for belonging
to the name of elements of
type "task”

No

This is the name of an
element of type "task"
and related action
elements

Yes

Yes

l

‘ Add a word to text T4 ’

Are there any unchecked
words left in the BPMN file

No
Text Ty
is formed

Fig. 4. Algorithm for generating text from the names of business
process model tasks

Next, we will use Sentence-BERT (SBERT), a
modification of a pre-trained BERT network to measure the
degree of semantic textual similarity between two texts.

BERT is used to solve various tasks, such as sentiment
analysis or question answering, and it is becoming
increasingly popular for creating word embeddings — vector
representations of words that reflect their semantic mea-
nings [14].

Representing words as embeddings has provided a
huge advantage, as machine learning algorithms cannot
work with raw text but can work with vector embeddings.
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This allows different words to be compared based on their
similarity using standard metrics, such as Euclidean or
cosine similarity [14].

Transformer-based models expect a sequence of
tokens as input. Therefore, the very first step is to transform
the input text into a sequence of tokens, or tokenization.
BERT accepts the token [CLS] and two sentences separated
by a special [SEP] token as input. Depending on the
maximum token sequence length, which is predetermined,
a set of [PAD] tokens will also be added after the [SEP]
token. Depending on the model configuration, this
information is processed 12 or 24 times by multi-head
attention blocks. The output is then aggregated and passed
to a simple regression model to produce the final label [15].
fig. 5 shows the architecture of the BERT model.

prediction

L U L (A O
idden lager n Tas ' Ta Ta % Ta Tee | Ta Tn = To Tew
N Y B A
encoder n
[ O O T 1T T 1
hddenlayern -1 Frag BN MR PS0 GR Im DR T e TR e
L )
hidden layer 1 Tas Ta Ta Ta Te Ta Ta Ta Tio

—

input

I T i
I T8 T T T711
input [ sentence A 1 U ~ sentence B ]

Fig. 5. Architecture of the BERT model [15]

The main problem with BERT is that whenever two
sentences are passed and processed simultaneously, it
complicates obtaining embeddings that independently
represent only one sentence [14].

loss valve

T
loss function
T
output
T i
model

1 7

input A input B

SBERT introduces the concept of a Siamese network,
which means that two sentences are independently pass
through the same BERT model each time. The Siamese
network architecture allows splitting fixed-size vectors for
the input sentences [14].

Fig. 6 shows a comparison between the non-Siamese
and Siamese architectures. As can be seen in the figure, the
key difference is that on the left, the model processes both
inputs simultaneously, while on the right, the model
processes both inputs in parallel, meaning the outputs are
independent of each other.

After the sentence passes through BERT, a pooling
layer is applied to the BERT embeddings to obtain a lower-
dimensional representation: the initial 512 768-
dimensional vectors are converted into a single 768-
dimensional vector. Mean pooling is chosen for the pooling
layer [14].

Once both sentences are passed through the pooling
layers, we obtain two 768-dimensional vectors, u and v
(fig. 7). After obtaining the vectors u and v, the similarity
between them is directly computed using cosine similarity.
The predicted similarity score is compared with the true
value, and the model is updated using the MSE loss
function [14]. Fig. 7 presents the SBERT architecture for
calculating the similarity score.

similarity score

similarity metric
sentence 5 7
embeddings
T T
pooling pooling
T T
token > )
embeddings embeddings embeddings
" e P
BERT BERT
i T
mpot sentence A sentence B

Fig. 7. SBERT architecture for similarity score calculation [15]

By using a similarity measure such as cosine
similarity, semantically similar sentences can be found:

loss valve
T
) loss fonction ]

1) T
output A ovtput B
0 i
model \ /7 model
T the same T
inpot A model inpot B

Fig. 6. Comparison of non-Siamese and Siamese architectures [15]

Bicnux Hayionanvnoco mexuiynozo ynisepcumemy «XI1». Cepis: Cucmemruti
60 ananis, ynpasuinua ma ingopmayitini mexnonoeii, Ne 2 (12) 2024



ISSN 2079-0023 (print), ISSN 2410-2857 (online)

D AB;
i=1
JZ A JZ B
i=1 i=1 (4)

where A; and B; are coordinates of vectors A and B,

respectively.

This similarity measure (4) can be efficiently
computed on modern hardware, allowing SBERT to be
used for both semantic similarity search and clustering [14].

Results and discussion. To evaluate the effectiveness
of the proposed method, it was compared to the set
similarity method, which consists of the following steps:
tokenization;
stop-word removal;
word stemming.

The similarity of word sets in this method is
calculated using the Jaccard coefficient.

The performance of these methods was tested on four
business process models.

The first model considered is the business process
called “Dispatch of goods” [16]. The text of this process is
provided below, and the BPMN model of the business
process is shown in fig. 8. First text: “If goods shall be
shipped, the secretary clarifies who will do the shipping. If
you have large amounts, special shipping will be necessary.
In these cases, the secretary invites three logistic companies
to make offers and she selects one of them. In case of small
amounts, normal post shipment is used. Therefore, a
package label is written by the secretary and a parcel
insurance taken by the logistics department head if
necessary. In the meantime, the goods can be already
packaged by the warehousemen. If everything is ready, the
packaged goods are prepared for being picked up by the
logistic company”.

cos(6)=

Based on this model, the following names of the tasks

were defined:

“Insure parcel”;

“Write package label”;

“Clarify shipment method”;

“Get 3 offers from logistic companies”;
“Select logistic company and place order”;
“Package goods”;

“Prepare for picking up goods”.

The first method showed a result of 38% similarity.

The proposed new method showed a result of 72%
similarity.

The next model considered is “Credit Scoring
Asynchronous” [16]. The text of this process is provided
below, and the BPMN model of the business process is
shown in fig. 9. Second text: “The sales clerks in a bank can
use their software frontend to receive the credit-scoring for
a certain customer. This starts a process in the banking
system which communicates with the agency in the
background. This process sends a scoring request to the
agency right after the beginning. Then, the Agency does a
first quick scoring (level 1). This will often lead to an
immediate result which is then returned directly to the
banking system within seconds. The banking process
presents the result to the clerk sitting at the frontend.
Sometimes the scoring cannot be determined immediately
and takes longer. In this case the agency informs the
banking process of the delay and then starts the level 2
scoring (which can take up to a couple of minutes). After
the scoring result is determined, the information is sent
back to the banking process. The banking process displays
a message to the clerk when he receives information about
the delay to check again later. As soon as the result arrives,
it can be seen at the frontend”.

Based on this model, the following names of the tasks
were defined:

“Request credit score”;

Logistics

Insure parcel

If insurance:
necessary

ware Shop

‘Write package
label

Secretarny

Clarify
shipment
method

Get 3 offers
from logistic
companies

Dispatch of goods

CompLter

Ship goods

H

Special

Select logistic
company and
place order

sandling?

Warehouse

Package goods

b 4
Prepare for
. picking up
goods
Shipment
prepared

Fig. 8. Model 1 — “Dispatch of goods”
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“Send credit score”;

“Report delay”;

“Send credit score”;

“Report delay”;

“Send credit score”;

“Compute credit score (level 2)”;
“Compute credit score (level 1)”.

The first method showed a result of 12% similarity.

The proposed new method showed a result of 58%
similarity.

The next model considered is “Recourse” [16]. The
text of this process is provided below, and the BPMN
model of the business process is shown in fig. 10. Third
text: “If an insurant could be possibly subrogated against, I
get information about that. | check that case and if the
possibility is really there, | send a request for payment to
the insurant and make me a reminder. If recourse is not
possible, I close the case. When we receive the money, |
make a booking and close the case. If the insurant disagrees
with the recourse, | will have to check the reasoning of that.

If he is right, | simply close the case. If he is wrong, |
forward the case to a collection agency. It the deadline for
disagreement is reached and we have not received any
money, I forward the case to the collection agency as well”.
Based on this model, the following names of the tasks
were defined:
“Check case”;
“Send request for payment”;
“Close case”;
“Send reminder”;
“Check reasoning”;
“Close case”;
“Hand over to collection agency”;
“Make booking”;
“Close case”.
The first method showed a result of 44% similarity.
The proposed new method showed a result of 61%
similarity.
The next model considered is “Self Service
Restaurant” [16]. The text of this process is provided

Tredi scorng
frontend (bank)

delay information
receives

credit scoring (bani)

seoring request
received

request credit
score
O

A

|

|

O
report delay

credit score
received

credit score
received

&)
I
I
I
I
I

scoring request
handled

O
send credit
score

L

o)

send credit

compute credit
score (level 1)

scoring service

seoring request

received —

report delay

hd score

inkl. 1D for message
queueing

scoring request
handied

send credit
score

compute credit
score (level 2)

recourse
possible?

]

close case —O
disagreement case closed

letier received | S

-

send request
for payment

Clerk

prabable
recourse

Recourse

H send reminder

Reminder

!

hand over to
collection
agency

case open
—

delecled

close case

case closed

Money

received
make booking close case
case closed

Fig. 10. Model 3 — “Recourse”
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Fig. 11. Model 4 — “Self Service Restaurant”

below, and the BPMN model of the business process is
shown in fig. 11. Fourth text: “A guest enters the restaurant
when feeling hungry. He chooses a dish from the changing
meal range and waits until it is his turn. Following this he
places his order with the employee. The employee enters
the order into the POS system and collects the money from
the guest. After the payment, the employee sets up a buzzer
and passes it on to the guest with the following information:
When the buzzer rings, your dinner is ready. Afterwards the
employee informs the chef of the new meal order. The chef
prepares the meal and places it in the service hatch. He then
informs the employee that he has placed the finished meal
in the service hatch. As soon as the employee is aware that
the meal is ready he sets off the guests buzzer. This is how
the guest finds out that his meal is ready for collection. He
can pick up his meal and eat it. As soon as the guest appears
at the service hatch, the employee hands over his meal.

80%
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50%
40%
30%
20%

10% m
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0%
Model 1 (Dispatch of

goods) Scoring)

H Similarity-based approach

Model 2 (Credit

Should a guest not react to the buzzer, the employee calls
for him after 5 minutes, if necessary several times in a row”.
Based on this model, the following names of the tasks
were defined:
“Enter restaurant”;
“Choose dish”;
- “Place order”;
- “Pay money”;
- “Take buzzer”,;
- “Getmeal”;
- “Eat meal”;
- “Enter order”;
- “Collect money”;
- “Set up buzzer”;
- “Hand over buzzer”;
- “Inform chef”;
- “Set off buzzer”;
- “Hand over meal”;

Model 3 (Recource) Model 4 (Self Service)

W Approach based on the SBERT model

Fig. 12. Comparison results chart
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“Call guest”;

- “Prepare meal”;

- “Place meal in hatch”;
“Inform employee”.

The first method showed a result of 44% similarity.

The proposed new method showed a result of 71%
similarity.

Fig. 12 shows a bar chart with the comparison results.

As can be seen in fig. 12, the SBERT-based approach
provides an average of 31% higher similarity compared to
the set similarity approach. This is due to the fact that the
set similarity approach cannot identify synonym words and
semantic similarity, leading to a lower comparison score.

Conclusion and future work. In this paper, we have
demonstrated the effectiveness of using a semantic-based
approach for comparing business process models and their
textual descriptions. The proposed method, based on
SBERT, outperforms the traditional set similarity approach
by an average of 31%, as shown in the comparative analysis
of multiple business process models. The ability of SBERT
to capture semantic similarity, including identifying
synonyms and contextually relevant terms, provides a
significant advantage over simple token-based approaches,
which often overlook nuanced language variations.

The experimental results show that the SBERT-based
approach improves the alignment of textual descriptions
with business process models. This advancement enhances
the overall quality and accuracy of business process
documentation, leading to fewer errors, more clarity in
process descriptions, and better communication between
stakeholders.

In the future, we plan to improve our work with
industry-specific terminology, which will allow for more
accurate comparisons of models in specialized sectors. In
addition, we plan to explore real-time applications of this
method, such as using semantic analysis tools during the
modeling process to provide immediate feedback on
discrepancies between the BPMN model and its textual
description.
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IHTEJIEKTYAJBHA TEXHOJIOT'ISI OHIHIOBAHHSI CEMAHTHYHOI IOBHOTU MOJEJIEN BI3HEC-
MPOLIECIB

V 1iii cTaTTi aBTOpaM¥ NPEACTABICHO METOJ HOPIBHAHHS MoJeiei Gi3Hec-IPOLIeCiB 3 IX TEKCTOBHMH OIMCAMU Ha OCHOBI BUKOPUCTAHHS CEMaHTUYHOTO
nigxony 3 BukopucranusaM mozaeni SBERT (Sentence-Bidirectional Encoder Representations from Transformers). Mogeni 6i3uec-npouecis, 30kpema
crBopeHi 3a crangaprom BPMN (Business Process Model and Notation), MaroTh BHpilIaapHe 3HAUSHHS I ONTHMI3alii opraHi3aniifHol AisSTIBHOCTI.
3a0e3meueHHs y3roIKeHOCTI MDK IIHMH MOJIEIISIMU Ta TXHIMU TEKCTOBUMH OIMCAMH Ma€ BOXKIIMBE 3HAUCHHSI ISl I BUILCHHS TOYHOCTI Ta 3p03yMiIOCTI
Oi3Hec-nporieciB. TpaauiiliHI METOM CX0XKOCTI MHOXKHMH, SIKi OKJIAIAI0ThCS HA TOKEHI3aIlit0 Ta 0a30BE 31CTaBICHHS CJIiB, HE MOXKYTh OXOIUTH TTHOILI
CEMaHTHYHI 3B’A3KH, IO IPU3BOAUTH JIO HIDKYOI TOYHOCTI ITOPIBHSHHS. 3alpPOIIOHOBAHWH IiAXiX IO3BOJISIE PO3B’S3aTH IO 3a/ady, 3a paxyHOK
BukopucTanus Mozxeni SBERT st oniHky ceMaHTHYHOI MOAiOHOCTI Mk TekcToBUM onncoM i BPMN-monemio 6i3Hec-niporecy. ExcriepumenTaibHi
pe3yNbTaTH IEMOHCTPYIOTh, 1110 MeToa Ha ocHOBI SBERT nepesepiiye TpaauiiliHi METO/IM, 3aCHOBaHI Ha MOKa3HUKAaX MOAIOHOCTI, B CEPEIHbOMY Ha
31%, npomnoHyro4n OLTBII HAMIHHI Ta KOHTEKCTyalbHO BiANMOBiAHI mopiBHAHHA. 3naTHICTE SBERT dikcyBaTH ceMaHTHYHY CXOXKICTh, BKIFOYAIOUH
ineHTH(iKallil0 CMHOHIMIB i KOHTEKCTYalbHO PEJICBAHTHUX TEPMIHIB, 3a0e3Meuye 3Ha4YHy IepeBary mepej OiIbII MPOCTHMHM MiAX0OAaMH HAa OCHOBI
TOKEHi3allii, SIKi 4acTO HE MOMI4aloTh HIOAHCIB MOBHMX Bapiauiil. ExcriepuMeHTanbHI pe3ysbTaTH JAEMOHCTPYIOTh, O miaxix Ha ocHoBi SBERT,
3aIIPOIIOHOBAHMI Y I[bOMY JOCITIIKEHHI, ITOKPAIye Y3TOMKEHICTh MiXK TEKCTOBHMH ONMCAaMH Ta BiIIOBIIHUMH MOJIEISIMHU Oi3Hec-mporecis. Take
YIOCKOHAJICHHSI JI03BOJISE IMiIBHIIUTH 3arajibHy SKICTh 1 TOYHICTh JOKyMeHTaulil Oi3Hec-NpoLeciB, IO HPHU3BOAUTH A0 3MEHIICHHS MOMMIIOK,
3aMpOBAPKEHHS KPAI0i 3p03yMUIOCTI OMKCIB Oi3HEC-TIPOIIECiB, @ TAKOX Kpalol B3aeMO/ii MiX yciMa 3alliKaBICHUMH CTOPOHAMH. 3arajibHi pe3yJIbTaTH,
OTpPHMaHi B IIbOMY JTOCIiXKEHHI, CIIPUSIOTH IiABUIIEHHIO SKOCTI Ta y3roJPKeHOCTI Mozeneil 6i3Hec-nponeciB BPMN i BinmoBinHoT fokyMeHTAaIIi.

KurouoBi ciioBa: MoznemoBanHs 6i3Hec-niponecis, BPMN, cemantiyna noai6uicts, SBERT, nopiBHAHHS TeKCTiB, ONTUMI3aLis Oi3HEC-MPOLIECiB,
00poOKa NpUpPOJHOT MOBH.
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