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AHAJII3 BIIMBY IIONEPEJHbOI'O BITHOBJIEHHSI 3AIIYMJIEHUX 30BPA’KEHD
ABTOEHKOJEPOM HA TOUHICTb KJTACH®IKALII CNN

Y po06oTi JoCTiIKEHO BILIMB IIONEPEAHBOr0 BiTHOBICHHS 300paXkeHb 3a JOMOMOTOI0 JIeHOH3HHroBoro aBroeHkoaepa (DAE) Ha TouHicTh Kinacu ikarii
3ropTKOBOIO HelipoHHOI0 Mepesketo (CNN) Ipu pi3HUX TUMAX IIyMiB. AKTYaIbHICT TEMH 3yMOBJICHA TUM, 1[0 B PEaIbHAX YMOBAX ONTHYHI 300pakeHHs
YacTO MICTSTh CIIOTBOPEHHS, CIPHYMHEHI 3MIHOIO OCBITJICHHS, BiOpALIisIMH, PyXOM Kamep Ta iHIIMMH (aKkTOpamH, IO iCTOTHO YCKJIAJHIOE 3aBIaHHS;
posmi3HaBaHHS 00’ekTiB. Tpanuuiiiai QLIBTpH He 3aBXKIM 3a0€3MEUYIOTh JOCTATHIO SIKICTh OUUIIEHHS Ta MOXYTh IPH3BOINTH O BTPATH BAXIMBHX
CTPYKTYPHHX O3HaK. Y 3B’s3Ky 3 IIMM BHKOPHCTaHHS DIIHOOKMX HEHPOHHHX MEpexX, 30KpeMa aBTOCHKOJEPIB, ITOCTAE IEPCIIEKTHBHUM HAIPSIMOM
ITABHIIEHHS CTIfIKOCTI aITOPUTMIB KOMIT FOTEPHOTO 30y [0 IIyMiB pi3Hoi npupoau. Y mociimkenHi Bukopuctano natacer CIFAR-10 Ta peanizoBano
JIBOKOMIIOHEHTHY MOJEJb: aBTOCHKOJep Julsl momnepennboro ounmieHHs Ta CNN s kinacudikanii. Hapuennit aBToeHKonep BiTHOBIIIOE CTPYKTYPY
300pakeHHs MicIs BIUIMBY IayCCiBCHKOT0, IMITYJIbCHOTO, ITyaCCOHIBCHKOT0 a00 CIEK IIyMiB. Byio mpoBeneHo Tpu cepii eKcriepuMeHTiB: KiIacupikaris
YHCTUX 300paXkeHb, Kiacudikalis 3alIyMICHHX JaHUX 0€3 OUUILEeHHs Ta KiIacHiKallist micist OnepeAHbOro BiTHOBICHHS aBTOCHKOAEPOM. PesymbraTn
NoKa3aiy, o Ha ynctux gaHux CNN nemoHcTpye TouHicTh 70,37%, IpoTe IPH BHECEHHI IIyMiB TOUHICTH 3HIDKYEThCs 10 30-59% 3amexHo Bix THITY
crioTBOpeHHs. Ilicist 3acTocyBaHHSI aBTOEHKOJEpa TOYHICTH Kiacubikamii 3pocna 1o 56—60% Ha Bcix BHAaxX IIyMiB, a HaiOinbIIe MOKpamieHHS
BIZI3HAYEHO IS TAyCCiBCBKOTO IIyMy 3 BHCOKOIO [ucrepciero. OTpuMaHi pe3yabTaTd MiATBEPIKYIOTh, [0 BUKOPHCTAHHS aBTOCHKOIEPA SIK CTAIy
MOTIEPETHBOTO BiZTHOBIICHHS € €)EKTHBHUM METOJIOM ITiIBHIICHHS TOYHOCTI Kiiacuikamii Ta 3MeHeHHs Bpa3uBocti CNN mo mrymiB. Takuit minxin
3a0e3reuye Kpale y3araJbHeHHs Ta CTablIbHICTE POOOTH CHCTEMH, IO OCOOJIMBO BXKIIMBO JUIS 3aCTOCYBAaHb Y pEIbHOMY Yaci — 30KpeMa B AMHAMITHHX
cucTeMax, poOOTOTEXHILl, ABTOHOMHOMY TPAHCIIOPTI Ta HAaBirauiifHMX KOMILIEKCaX, A€ AKICTh ONTUYHUX JAHHX YACTO € HECTAOLIBHOIO.
Kio4oBi c10Ba: aBTOGHKOIEP, 3rOPTKOBA HEHPOHHA Mepexka, IIyM, Kiacudikamis, KOMIT' IOTepHHI 3ip, IHTeIeKTyaIbHII aHali3 300pakeHb.

Beryn.

VY cy4yacHOMY CBiTi HU(POBI 300pakeHHS € HEBiJ €M-
HOIO YaCTHUHOIO MPAKTUYHO BCiX chep JTACHKOT TisTbHOC-
Ti — BiJJ MEAMUHMHU W TPAHCIOPTY JO MPOMHCIOBOCTI,
OCBITH Ta pO3Bar. 3 pO3BUTKOM TEXHOJIOTiIH KOMII I0Tep-
HOTO 30py Ta MallIMHHOT'O HABYaHHS 300pa)KEHHS CTaJIM He
mume 3acoboMm mepenadi iHdopMmarii, ane W KIIOYOBHM
JOKEPEJIOM JIaHUX UISl IHTENEKTyaJIbHUX CHCTEM. 3aBISIKH
HEWpPOHHUM MepekaM KOMIT FOTepHI CHUCTEMH ChOTOJHI
3MaTHI iMeHTH(IKyBaTH 00’€KTH, BH3HAYATH IXHI MEXI,
pO3IIi3HABATH CIIEHHW, BUSBISITH aHOMAJii Ta IeHEpyBaTH
HOBI Bi3yaJbHi JIaHi.

IIpoTe Ha mnpakTHili 300paXEHHS YacTO MICTATh
CHOTBOpPEHHS: LIYM, apTedakTu, po3MUTIiCTh Tolo. OnTu-
YHI 300payKeHHs, OTPUMaHI il Yac ypaBiHHSI PYXOMUMH
JUHAMIYHUMHU CHCTeMaMH (JIpOHHM, POOOTH30BaHi ILIaT-
(dbopMH, aBTOHOMHI TPAHCIOPTHI 3aCO0M), YacTO MICTSTh
LIyM, CIIPUYMHEHUH PyXOM, KOJIMBaHHSAM KaMepH, 3MiHOIO
OCBITJICHHS Ta 30BHIIIHIMH 3aBajJaMH, IO YCKJIAJHIOE
po3mizHaBaHHS 00’€KTIB y pexumi peanbHoro uacy. Lli
CIOTBOPEHHSI MOXKYTh OYTH BHSIBJIEHI, HallpHUKIa[, y Mpo-
neci 3WoMKH, mepenaBaHHs abo o0poOku poTo Ta Bimeo,
Yyepe3 10 BOHM 3a3HAIOTH CIIOTBOpPeHb. OHIEI0 3 KIIIOYO-
BHUX TPOOJIEM € IIIyM, II0 YCKJIaHIOE€ aBTOMATHYHE PO3IIi3-
HaBaHHA 00 €KTiB Ha IUX 300paXeHHAX. TOMY CTBOPEHHS
Mojienel, 31aTHUX e(heKTUBHO MPAIIOBATH y 3aIIyMJICHUX
YMOBaxX, € BaXJIMBOIO 33Ja4el0 Cy4acHOr0 MAaIlIWHHOTO
HaBYaHHSI.

3aBraHHA 3 00POOKHM TaKUX 300paKEHb Ma€ 0COOIIIBE
3HaUeHHs y c(epi MAIIMHHOTO HaBYaHHS, a/Ke SIKICTh

BXIiJJHHX JaHUX Oe3MocepeqHbO BIUIMBAE HAa TOYHICTH MO-
neni. Tpaguitiiiai GineTpu, Taki K MemiaHHUNA abo rayc-
CIBCBKHH, MaIOTh 0OMEXeHY €()EeKTUBHICTb 1 4aCTO MTPHU3BO-
JUITh JI0 BTpaTH BaxJIuBHX neranedl. Came ToMy cydacHi
JIOCTIIKSHHST 30CEPEDKYIOThCSI HA BUKOPUCTAHHI TIHOO0-
KUX HEHPOHHHX MEpek, 3AaTHUX CaMOCTIHHO HaBYaTHCS
BUIUIATH O3HAKHU W BITHOBIIIOBATH CTPYKTYPY 300pa)KeHHS
HaBITh [IPH 3HAYHOMY PiBHI IIyMY.

OTxe, mpoOiieMa MmokpameHHs 00poOKH 3aITyMICHUX
300pa)eHb € aKTyaJIbHOIO SIK 3 TEOPETHYHOI, TaK 1 3 Mpak-
TUYHOT TOYKH 30py. BoHa oxorniroe muTanHs (iLIBTpaii,
PEKOHCTPYKIII, cerMeHTamii Ta Kiacudikamii JaHUX Y
CKJIaJIHUX YMOBax

TeopeTuuHi 0CHOBH Ta MOCTAHOBKA 3a/1a4i.

Jlo Moneneii po3mi3HaBaHHS 300paKeHb BHCYBAIOTh-
Csl BUMOTH HE TUJIbKH BUSIBUTH 00 €KT, aJie i BiJOKPEMUTH
Horo Bi mrymy. YMOBHO 110 3a/1a4y MOYKHA PO3UIMTH Ha
JIBA eTalli: OYHIICHHA 300pakeHHS (denoising) Ta ¥oro
KiacuQikanito/cerMeHTario.

VY 3ajexHocTi BiJl THIy IIYMy MOXXHa BHU3HAYUTH
XapakTep CIIOTBOPEHHS, a TaKOX CKJIAJHICTh ITOJAJIBIIOL
00po0Oku. LllyMu po3moauIAIOTECS Ha:

® raycciBChKHil IlyM (Qaussian noise) MiCTUTH HOp-
MaJbHUA PO3MOJLT Ta TOJA€ J0 KOKHOTO IMKCEJsl BUTAL-
KOBE€ 3HAYeHHSI, Yepe3 110 300paKEHHS CTa€ MEHII YiTKHM.
Bin wacTo BHHHKae depe3 eNEKTPOHHI Tepenikoau ado
cj1abKe OCBITJIEHHS,

e immysbcHMIA myMm (Salt-and-pepper) nposBiseTh-
Csl y BUTJISAJII TIOOJIMHOKUX YOPHUX 1 O1INX MiKCEIliB, 3a3BH-
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Yail CIPUYMHEHNX BTPATOI0 JAaHMX IIiJl 4ac IeperaBaHHA
a00 MOIIKOKCHHSM CEHCOPIB;

e cmeki-myM (Speckle) 3’sBisieThes pu pobOOTI 3
KOT€PCHTHIM BHUIIPOMIHIOBaHHAM (JIa3epHA 3HOMKa, yJIbT-
pa3BYKOBa, pajapHa) i Ma€e MyJbTUILUIIKATUBHUHA XapakTep,
110 YCKJIaTHIOE HOTO BUAAICHHS;

e IyacCOHIBChKHUII ITyM (Poisson noise) xapakrep-
HUH A8 HU3BKOTO DIBHS OCBITJIEHOCTI a00 KOPOTKUX
€KCIIO3MIiH, KOJIM IHTEHCHUBHICTh CBITJIa Ma€ CTOXacTH4-
Hui posnoain [1-4].

VY pyXxoMHX AMHAMIYHHUX CHCTeMax ONTHYHA iH(Op-
Marisi 3 KaMepu HaAXOIHUTh y peasbHOMY daci, 0 TpH-
3BOJWTH JI0 MOSBH IIYMiB Pi3HOI MPHUPOIH: TayCCiBCHKUN
ITyMY BiJX HU3bKOTO OCBITIICHHS, IMITYJIBCHOTO ITyMY Yepe3
BTpATH KaJpiB, CIIEKI-IIYMY IIiJ] Ii€f0 BiOpariil Ta Myib-
TUIUTIKATUBHUX BIUTHBIB. ToMy Momeni oOpoOku 300pa-
KEHb, 5K 3a0€3MeUyI0Th CTIHKICTh JI0 IIyMY, € KDUTHYHO
BXJIMBUMH JUUIsI CHCTEM HaBirailii, cta0imizaiiii, po3mi3Ha-
BaHHS MEPEUIKOJ 1 LiJeH.

KoskeH i3 mux THIIB IIyMiB NOTpeOy€e KOHKPETHOTO
IHIMBITyadbHOTO MiIXOAYy 10 OOpOOKH, a YHiBepcalbHI
METOJM Ha OCHOBI IJTMOOKHX HEWPOHHHX MEpexX I03BO-
JISTIOTH JOCSATATH CTa0lIbHAX Pe3yIbTaTiB HABITh O€3 mote-
PEOHBOTO 3HAHHS NPHPOAH LIYMY.

3roprkoBi Heiiponni mepexi (Convolutional Neural
Network, CNN) — oxuH 3 OCHOBHHMX IHCTPYMEHTIB IS
knacuikamii Ta po3mi3HaBaHHS 300pakeHb, SIKUH MPAIIOe
3aBIIIKA MEXaHI3MY 3rOPTOK 1 JO3BOJISIE BUIIIATH JIOKAJIbHI
o3naku. CNN mpartoroTs Ha OCHOBI iEpapXi4HOTO BU/IIJICH-
Hs1 03HaK. CrioyaTky BUSBIISIOTHCS HU3bKOPIBHEBI O3HAKH
a00 XapaKTepUCTUKH, HANPHUKIIAJ T'PaHi, MOTiM, POCyBa-
FOUHUCH TIUOIIE Y MEPEXKY PO3Ii3HAIOTHCS OCOOIMBOCTI BU-
LIOTO piBHSA, Taki sk popmu Ta 06’ exTh. IlepeBaroro CNN
€ BHCOKa TOYHICTh Kiacuikaiii, 0co0IuBO mpu poOoTi 3
BEJIMKMMH Habopamu JNaHux. [IpoTe mpu 3Ha4HOMY piBHI
IIyMy MOJENI MOXYTh IUTyTATH TEKCTYpHI apTe(akTH 3
O3HaKaMH 00’€KTa, M0 NPU3BOAUTH O 3HIKCHHS TOY-
HOCTI.

TakuM 4YMHOM, 3ajaya JAOCITI[PKEHHS IMOJsirae y
BHU3HAYEHHI BIUIMBY MONEPEIHBOI 00pOOKH 300paskeHHs, a
came OYHINEHHsI BiJ IIYMIB, HA TOYHICTh MOJCIICH Kiacu-
¢ikauii Ha OCHOBI 3rOPTKOBOI HEHPOHHOT MEpeKi.

I'nuboxi Helipomepe:xeBi Moneai 1Jsi 00poOkm
300paxeHsb i3 HIyMOM.

st 60poTHOH 3 IIyMOM 4acTO BUKOPHUCTOBYIOTH I10-
nepeaaro ¢itpTpanito adbo noexHandas CNN 3 aBTOeHKO-
JiepaMH, sIKi BUKOHYIOTb OUHILEHHsI BXIIHUX AaHUX [5].

ABTOEHKOZIEp — II€ TUI HEHPOHHOI Mepexi, Mo
HaBYA€ThCS CTHCKATH BXiJHI JaHI y KOMIIAKTHE IIpel-
craBieHHs (encoding) i MOTIM BiJHOBIIOBATH iX Haszax
(decoding). Takwii miaxif 103BOJISIE MEPEXKi BUNTHUCS BUTS -
rati HaWBaxmuBirm o3Haku. Okpemuii Tum — denoising
autoencoder (aBTOGHKOJEp /Ul BUAAJIEHHS IIYMY) — CIIe-
iaJhbHO HABYAETHCS HA Mapax ‘‘3alrymjeHe — 9ucte” 300-
paxkeHHs1, 11100 BiHOBJIIOBATH MOYATKOBY CTPYKTYPY [6].

IlepeBara BUKOpUCTaHHSI aBTOSHKOJEPIB MOJATAE Y
3MaTHOCTI e(eKTHBHO 3MEHIIYBAaTH BIUIMB IOyMmMy 0e3
BTpaTH ApiOHMX aeTanei. Hemomikom € e, 110 cam 1o co6i
ABTOCHKOJIEp HE BHKOHYE KiacH(ikallilo, TOMY 4YacTo
BUKOPHUCTOBYEThCsl sIK morepeaniii eranm 3 CNN abo
IHIIUMH MOJICIISIMH.

Mepexi U-Net BUKOPHCTOBYIOTBCS JIJISI CETMEHTAITi1
300pakeHb 1 MOKYTh TOYHO JIOKAJII3yBaTH 00’ €KTH, HABITh
MIPH HAsIBHOCTI MIYMY. 3aBASKH CHMETPHYHIA CTPYKTYpi Ta
MexaHi3MaM 30epexkeHHs geraneit (skip connections), U-
Net edekTHBHO BiJIHOBJIIOE CTPYKTYpY 00’€KTa i 4yIO0BO
Npalloe HaBiTh Ha HEBEIMKHX HaOopax NaHMX 1 Bin3Ha-
Y4a€eThCsl BUCOKOIO TOYHICTIO JIOKai3arii 00’ eKTiB.

Bapro Big3HauuTH, 110 3aBASKH 3aTHOCTI BiJHOB-
JIIOBATH CTPYKTYPY HAaBiTh 13 MOIIKOJKEHHX 300pa)KeHb,
U-Net yacTo BUKOPHCTOBYETBHCS JUIsl CErMEHTAIlil Ta O4H-
IIEHHS 3aIIyMJICHUX MEIUYHUX 300pakeHb, IPOTE € IEB-
HHMH HEIOMIK, a caMe 3Ha4YHa OOYHCIIIOBAJIbHA CKIAAHICTh
Ta oTpeda y BEIMKHUX pecypcax Jjisl HaB4aHHSA, 0COOIHUBO
TpH poGOTi 3 BETTMKAMH 300pakeHHSIMH [7].

ApxiTekTypa Momeni TiauboKoro HauyauHs Vision
Transformer (ViT) mepeHocuTsh imei TpaHChOpMEpIB,
YCIIIIHUX B 0OpOOILi TEKCTIB, Y rajgy3b KOMII IOTEPHOTO
30py. 3aMicTh 3ropTokK, ViT BHKOPHCTOBYE MeEXaHi3M
camoyBaru (self-attention), sikuii 103BOJISIE BpaXOBYBaTH
r00abHI 3alIe)KHOCTI MK YacTHHaAMH 300paxeHHs. L[s
apXiTeKTypa MoKa3ye BHCOKY TOYHICTh Ha BEJMKUX Ha0O-
pax maHuX, mpote, Tak camo sk i st U-Net, nns HaBuanas
noTpiOHI 3Ha4HiI pecypcu. [Ipm oOmexxeHux manmx ViT
Moke moctynatrcsi CNN gepe3 HeIOCTaTHIO JIOKATi3alliio
o3Haxk [8].

Takox He MOXHa OOIWTH CTOPOHOIO TOW (PaKT, IO
HPOTSATOM OCTaHHIX POKIB 3HAaYHOT'O NMOLIMPEHHS HaOyJIH
momeni nudysii (Denoising Diffusion Models). Bonu
MPAIOI0Th 32 MPUHIIMIIOM ITOCTYIIOBOTO A0/IaBaHHS IIYyMY
IO 300paKEeHHSI, a MOTIM HABYAIOTHLCS BiHOBIIIOBATH HOTO
y 3BOpPOTHOMY HampsiMky. Lleit mporec m03BoJsIE MOeTi
“HaBYMTHCS” OYMINATH OYyJIb-SKi THIIU CIIOTBOpEHb. Mojie-
i udy3iil JeMOHCTPYIOTh HAIA3BUYAWHO BHCOKY SIKICTh
PEKOHCTPYKLIi Ta ChOrOJHI BUKOPUCTOBYIOTHCS HE JIMILE
JUIsl OYHMINCHHS, a W A TreHepauil HOBHX 300pakeHb
(mampuknang, y cucremax Stable Diffusion), ogHak depes
BHCOKY OOYHCITIOBAJbHY CKJIAIHICTh MOXKE OyTH oOMexe-
HOIO Y BUKOPUCTaHHI B peaiibHOMY 4aci [9].

Peanizauisn npouecy ouniieHHsi Ta Kjiacupikauii
300pakeHb.

Jnst mpoBelieHHsT TOCHI/PKEHHsT Oyjia BHKOpHCTaHa
MoBa nporpamyBanus Python [10] ta 6iGmioTexu st
po6OTH 3 300paXKeHHAMH | HEHPOHHHUMHU MEPEKaMH

e TensorFlow — mis moOymoBM Ta HABYAHHS HEM-
POHHOI Mepexi;

e  NumPy — st 06poOKH TaHUX;

o Mathplotlib — x5 Bisyanisauii pe3ynbraris;

e Scikit-image — mns renepauii mwymy Ha 300pa-
sxennsix [11, 12].

Jns HaB4YaHHS 1 TecTyBaHHS Mojelied Oyno BHKO-
pucrano naracer CIFAR-10, sikuii mictuth 60.000 300pa-
XeHb po3Mipom 32x32 mikcedi, po3ainernx Ha 10 ki1acis 3a
TUTIaMU 00’ €KTIB Ha 300paKEHHSX.

Byno nmoOymoBaHO TBOKOMIOHEHTHY MOJIENb 00p00-
KU 300pakeHb, siKa CKJIAaJaeThCs 3 JICHOM3MHTOBOTO aBTO-
enkozepa (denoising autoencoder, DAE) mis nonepen-
HBOT'O OUHMIIEHHS ONTUYHKX JJAHUX Ta 3TOPTKOBOI HEHPOH-
Hoi Mepexi (CNN) s nonansinoi kiacudikarii.

ABTOCHKOZICp BHKOPHCTOBYE omtumizatop Adam i
¢byukuito BTpar MSE (depe3 3aBmaHHS PEKOHCTPYKLIL).

Arosnes []. B., I'onikos M. C., Cmpineys B. €. Ananiz éniugy nonepeonsbo2o 8i0H08NeHHS
3aulyMaAeHux 300pasicerb agmoenkooepom na mounicmo kiacugixayii CNN 103
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Moro apxiTekTypa — CHMETpHUHA 3TOPTKOBA CTPYKTYpA,
IO CKJIAJAEThCS 3 JBOX YACTHH: SHKOIEPY Ta IEKOIepy.
Enkonep meperBoproe BXimHe 300pakeHHS 32%x32X3 vy
KOMIIaKTHE TIPEICTaBICHHA 8X8%64, 00 BUTATHYTH KOM-
MaKTHE Ta CTiiiKe 0 LIyMYy JIATeHTHE MpPEACTaBJICHHS. A
JIEKOZIEp y CBOIO UEpry PEKOHCTPYIOE OduIleHe 300pa-
YKEHHSI 3 JJATCHTHOTO IPE/ICTABICHHS.

CNN BHKOPHCTOBYETBCS K KJIACH(DIKATOP ITICIIS OUH-
ILIEHHS 300pakeHb aBTOSHKOAEPOM. ApXITEKTypa 3rOpTKO-
BOI HEHPOHHOI MEpeXi CKIagaeTbcs 3 IBOX 3rOPTKOBUX
6mokiB (Conv2D — MaxPooling), siki popmytoTs 6arato-
piBHEBe MpENCTaBICHHS 300pakeHHS, Ta IIBOX IIOBHO-
3B’SI3HMX MIapiB sl kinacudikamii. Mogens Mae 32 Ta 64
(GUTBTPH B 3rOPTKOBHUX IIApax BiAIOBiTHO, BHKOPHCTOBYE
¢yskmiro aktuBanii ReLU, a Ha 3aBepmambHOMY eTari
3acTOCOBYE softmax 1y po3mnoziny iWMoBipHOCTEH Mix 10
kinacamu. JlomaBanus miapy Dropout 3i 3Hauennsm 0.3
JIO3BOJIMIIO CYTTEBO 3MEHIIUTH PU3UK TIEPCHABYAHHSI.

ExcnepumenTajbHi pe3yiabTaTu Ta ix aHanis. Ha
MEepIIOMY eTari 0yJI0 mpoBeAeHO 0a30Be HABYAHHS 3rOPT-
KOBOI HEWPOHHOI Mepexi 0e3 )KOIHOTo IIyMy Y BXIZHHX
JaHuX. MeTa LBOTro eTalmy — BH3HAYUTH 0a30BY TOYHICTbH
kiacuikamii IS MOAaIBIIOTO TOPIBHAHHS 3 pe3yibTa-
TaMH Ha 3aI0yMIICHUX JaHUX.

PesynpTaTil Mokasan, IO MOAENTb AOCATAE TOYHOCTI
0.7037 (70.37%) ©Ha TecToBiil BuOipmi 6e3 mymy. lle €
THUIIOBUM 3HaueHHAM Ui 6a30Boi CNN, HaTpeHOBaHOT Ha
CIFAR-10 6e3 crerianbHOi onTrMizaiii. JlaHe 3HaYeHHS B
paMKax JociiJkeHHs OyJo BHOpaHe SIK €TaJlOHHa TOYKa
JUISl TIOAJIBIINX EKCIIEPUMEHTIB.

Ha npyromy erari 0yiio mpoBEJEHO CEpiro eKcrepu-
MEHTIB ISl BU3HAYCHHS, SIK Pi3HI THUIIM LIyMY BIUIMBAIOTh
Ha TOYHiCTh Kiacu(ikamii. [isg 1mpOro a0 TECTOBHX
300paxkeHs CIFAR-10 Oyio mTydHO JOdaHO KUTbKA THITIB
IIyMiB:

e (Gaussian noise — BUIAAKOBI KOJMBaHHS SICKpa-
BocTi mikceniB (6 = 0.1, 0.2);

e Salt-and-Pepper noise — mooanHOKI 4OpHi Ta Oimi
miKCel;

e Speckle noise — MyTbTUITIKATHBHUIN ITIYM, SIKH
JIOJTA€ 3ePHUCTICTD;

0.7

e Poisson noise — croxacTuyHi (GayKkTyamii iHTEH-
CHUBHOCTI, XapakTepHi I CITa0KOTO OCBITICHHS.

[icna nogaBanns mrymiB moxens CNN TectyBasacs
0e3 >KOIHOTO TOTepenHboro ouummeHHs. OTpuMaHi pe-

3yJbTaTHU HABEACHO HUKYC B Tabum. 1:

Tabmurs 1 — IToka3HUKH TOYHOCTI I PI3HUX THIIIB IIyMiB

Tun mymy TounicTs
Gaussian (6=0.1) 0.5295
Gaussian (6=0.2) 0.2968
Salt & Pepper 0.4993
Speckle 0.5942
Poisson 0.5890

SAx BumHO 3 Tabm. 1, yci TWOM OIyMy TpU3BETH IO
3HWKCHHS TOYHOCTi, MPUIOMY HAHOINBIINI HEraTHBHUI
BIUIMB MaB TayCCIBCBKHIl IIYyM i3 BHUCOKOI JIHCIIEPCIEI0
(0=0.2), me TouHICTH Bmajga Maike yaBiui. Haiimenie
MOTIpIIEHHsT BiAOYJIOCS MpPU MYacCOHIBCBKOMY Ta CIIEKII
IIyMi, OCKUIBKM IXHIfl BIUIMB MEHII pYHHIBHUE JUIst
JIOKIBHUX KOHTYPIB 1 TEKCTYP.

OTpuMaHi pe3yJabTaTd CBiUaTh PO TE, IO 3rOPTKOBI
Mepexi, He3BaXarouW Ha 3IaTHICTh BUIUIATH JIOKAIBHI
03HAaKH, 3JINIIAIOTECS BPA3IMBUMH 10 CIIOTBOPEHb TAHHX,
SKIIO TOTIEPETHRO HE TPOBOAUTHCS (inmbTparis abo
HOpMaJi3allis BXiTHOTO 300paKeHHS.

Ha tpetbomy erami Oyi0 mMpoBEACHO AOCITIIHKESHHS 3
BukopuctanHsM DAE — HelipoHHOI Mepexi, 3aaTHOT
HABYATHUCS BIITHOBJIIOBATH YKCTE 300PAXKCHHS 13 3alyMIIe-
HOTO.

ABTOEHKO/Iep OYJI0 HAaBYCHO Ha Mapax ‘‘3anrymiyieHe —
gucte” 300pakeHHsT 3 TraycciBcbkuM I1rymom (0=0.1).
[Ticnst HaBUaHHS MOJENb BUKOPUCTOBYBasacs AJIsl OYM-
IICHHS TECTOBUX 300pakeHb 3 PI3HUMH THUIIAMH ILIYMY
nepen nofadero ix 1o CNN, mo 3anuinanacs He3MiHHOO.
Pesyneratu TectyBannas CNN moka3zani Ha puc. 1.

[opiBHSHO 3 APYrUM €TarmoM AOCIIJUKEHHS, BHIHO
CYTTE€BE IIOKpPAIlCHHS TOYHOCTI Yy BCIX BHIAAKaX.
Hanpukmnan, mis raycciBepkoro mymy 3 6=0.2 TOYHICTB
3pocia 3 0.2968 no 0.5635, To6TO0 Maibke BaBiui. lle

0.5985
0.6
0.5635
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Puc. 1. IopiBustaast TouHocti CNN micist ounIeH s is pi3HUX BHIIB [IyMiB
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HIITBEPIIKYE, IO HOIEpeHE BUKOPUCTAHHS aBTOCHKOIE-
pa Mosxe epeKTHBHO 3MEHIIYBATH BIUIUB IIyMY, HOKpAILy-
09 POOOTY 3TOPTKOBOI MEpEexKi.

3arayioM pe3ynmbTaTH MHCIs OYHINEHHS CTadimizy-
Bajucs B Mexax 0.56-0.62, sk mokaszano Ha puc. 2. Ile
CBIIYMTH NPO 3MEHIIEHHS PO3KHIY TOYHOCTI MK PI3HUMH
TUTIAMH IIYMiB 1 TiJABHINCHHS Yy3arajbHIOKUYOI 3J]aTHOCTI
MOJEIIEH.

CTPYKTypH 300pakeHHs, HEOOXigHOi I KOPEKTHOL
pobdoru CNN. Takum UYWHOM, TPOBEACHWH aHANI3 Mix-
TBEPIUKYE, IO TOTEPEIHE BiTHOBICHHS 300paKeHb aBTO-
EHKOJIEpOM € Ji€BUM MEXaHi3MOM IiJIBUIICHHS TOYHOCTI
Kiacudikanii B yMoOBax UIyMiB pi3HOT MPUPOAN.

OTpumaHi pe3yJIbTaTH MOKa3yIOTh, IO KOMOIHAIiS
aBToeHkozepa Ta CNN Moxe OyTH BUKOpPHCTaHa JUIs
IIBUILEHHS CTIHKOCTI CHCTEM KOMIT FOTEPHOTO 30Dy, SIKi
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Touka BuMiptoBaHHA (V)

Puc. 2. [TopiBHAHHS TOYHOCTI MOAENEH

3 ommamy Ha OTPUMAaHI pe3yNbTaTH, IHTErparlis
aBTOKOYBaJIbHUKA SIK €TaIly MOIepesHboi 0O0poOKH €
e(pEKTHBHOIO I TOOYAOBH HAIiHHUX CHCTEM KiIachudi-
Kallii 300paxeHb, 30KpeMa y peaJbHUX YMOBaX, /1€ SKICTh
JAaHUX HEe MOKe OyTH rapaHToBaHa. Takwil mimxin 3a0es3-
medye OaraHC MiXK BHCOKOKO TOYHICTIO (HAOIIKEHOIO 1O
4uCcTOl MOJENi) Ta HEOOXiJHOI CTIMKICTIO 0 pi3HOMa-
HITHHUX IIYMIB.

BucHoBku. Y nocmifkeHHi Oyj0 IPOBEAECHO TPHU
€KCIIEPUMEHTH, CIIPSIMOBaHI Ha aHaji3 BIUIMBY IMoONepe-
JHBOTO BIJTHOBJICHHS 300paKeHb aBTOEHKOAEPOM Ha
TOYHICTH KJIacH(iKaIlii 3rOpTKOBOIO HEHPOHHOK MEPEKEIO
(CNN) npu pi3HHX THIIaX ITyMiB.

[epmmit excriepuMeHT BU3HA4YMB 0a30BY TOUYHICTBH
pobotu CNN na ynctux ganux CIFAR-10, mo cranoBmia
70,37%. Lle 3HaueHHs OyJI0 BUKOPHCTAHO SK €TAJOH JUIs
MOJAJBIIOT0 TOPIBHAHHS PE3yJbTATIiB Ha 3alIyMJICHHX
300paKEeHHSIX.

Jpyruii ekcrnepuMeHT [oKa3as, 1110 JOAABAHHS LIYMY
CYTTEBO 3HWXKYE TOUHICTh KJIacHpiKamii: 3aJIe:HO BiJ THITY
yMy BOHa KosmBayacsi y Mexax 30—68%. Take magiHHs
JIEMOHCTPYE BHCOKY BpasnuBicTh CNN 10 CIIOTBOpEHb y
Bi3yalbHUX HAaHUX Ta MiATBEPIKYe HEOOXIMHICTH MiJCH-
JICHHSI CTIHKOCTI MOJIeNielf KOMIT IOTEPHOT'0 30py B yMOBax
JerpaaoBaHoi iHpopMarrii.

Y TperboMy eKCHEepHMEHTI 300pakeHHs Iepen
KJIacuQiKaliero MpOXOJWIM MONEpeTHE BiJHOBICHHS 3a
JIOIIOMOT'0I0 JICHOW3WHIOBOrO aBToeHKojepa. Orpumani
pe3yNbTaTH MOKa3all CyTTEBE MiABUILEHHS TOYHOCTI — 10
56-60% Ha Bcix THmax mrymiB. L{e CBITYMTH MPO Te, IO
aBTOCHKOJIEP 37aTeH c(EKTUBHO KOMIICHCYBAaTH HEraTHB-

NPaLIOIOTh y CKJIAAi AMHAMiYHUX cucTeM. Lle no3BonuTh
MOKPAIIUTH SKICTh iMeHTH(iKaMii 00’ €KTIB Y pealbHOMY
Yyaci HaBiTh 3a YMOBH 3HAYHHX CIOTBOPEHb ONTHYHUX
CHTHAJIIB, 1110 € BKIUBHUM [Tl 3a/1a4 HaBirawii, KepyBaHHs
PYXOM, CYIIPOBOAY 00’ €KTIB Ta YHUKHCHHS 31TKHEHb.
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ANALYSIS OF THE IMPACT OF PRELIMINARY NOISY IMAGE RESTORATION BY AUTOCODER ON
THE ACCURACY OF CNN CLASSIFICATION

The paper investigates the impact of preliminary image restoration using a denoising autoencoder (DAE) on the classification accuracy of a convolutional
neural network (CNN) under various types of noise. The relevance of the topic is due to the fact that in real conditions, optical images often contain
distortions caused by changes in lighting, vibrations, camera movement, and other factors, which significantly complicates the task of object recognition.
Traditional filters do not always provide sufficient cleaning quality and can lead to the loss of important structural features. In this regard, the use of
deep neural networks, in particular autoencoders, is a promising direction for improving the robustness of computer vision algorithms to noise of various
nature. The study uses the CIFAR-10 dataset and implements a two-component model: an autoencoder for preliminary cleaning and a CNN for
classification. The trained autoencoder restores the image structure after exposure to Gaussian, impulse, Poisson, and speckle noise. Three series of
experiments were conducted: classification of clean images, classification of noisy data without cleaning, and classification after preliminary restoration
by the autoencoder. The results showed that CNN demonstrates an accuracy of 70.37% on clean data, but when noise is introduced, the accuracy drops
to 30-59% depending on the type of distortion. After applying the autoencoder, classification accuracy increased to 56-60% for all types of noise, with
the greatest improvement observed for Gaussian noise with high dispersion. The results confirm that using an autoencoder as a preliminary restoration
step is an effective method for improving classification accuracy and reducing CNN vulnerability to noise. This approach provides better generalization
and stability of the system, which is especially important for real-time applications—in particular, in dynamic systems, robotics, autonomous transport,
and navigation systems, where the quality of optical data is often unstable. The study demonstrates the promise of integrating restoration and classification
models into a single structure to improve the performance of computer vision systems in challenging conditions.

Keywords: autoencoder, convolutional neural network, noise, classification, computer vision, intelligent image analysis.
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