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MOPIBHSUIBHUI AHAJII3 BIIMIOBITHOCTI MAPAMETPIB ATEHTHOI TA SIR MOJEJEN
PO3BUTKY ENIJIEMIL

B yMoBax cTpiMKOTro MOIIMPEHHS HOBUX BIpyCHHUX iH(ekwiit, 30kpema min yac manaemii COVID-19, Bunukae notpeba y CTBOpPEHHI MOJIENEi, 110 30aTHI
HE JIMIIE SKICHO BigoOpakaTW JMHAMIKy 3aXBOPIOBaHHS, a il JO3BOJLSIIOTH OOIPYHTOBAaHO IHTEPIPETYBATH IapaMETPH, SIKi BHKOPHCTOBYIOTHCS B
AHATHYHUX MOJENsAX. Y CTarTi pPO3MISAAEThes KiacHuHa KoMmmapTMmeHTanbHa mogenb SIR (Susceptible-Infectious-Recovered), sixa mossossie
OLIIHIOBATH AWHAMIKY 3aXBOPIOBAHOCTI IUIAXOM PO3B’SI3aHHS CHCTEMH AW(EPEHIiaIbHUX PIiBHSIHBb. 3a3HAYAETHCS, 10 HE3BAXKAIOYH HA IIHPOKE
3aCTOCYBaHHs, 11 MOJENIb Ma€ HHU3Ky OOMEXEHb — 30KpeMa, BOHA HE BPaxXOBYE IHAWBIAyalbHI BiIMIHHOCTI y ITOBEIIHII HACEIEHHS, NPOCTOPOBY
CTPYKTYpy YM BapiaTUBHICTh KOHTAKTiB. J[1s momonanus nux oOMeXeHb Yy poOOTi 3alpONOHOBAHO MYJIBTHATCHTHY MOJEINb, B SIKiii OKpeMi areHTu
IMITYIOTh peajbHHX 0Ci0, IO MepeMillylOThCsl Y JBOBHMIPHOMY MPOCTOPi Ta BCTYMAaroTh y B3aeMomifo. [lepexix areHTiB MiX cTaHamu (340pOBHIf,
iH(IKOBaHNUH, OXyKaJIMI) 3AISKHUTH BiJl TPHBAJIOCT] 3aXBOPIOBAHHS Ta (PaKTy IPOCTOPOBOTO KOHTAKTY 3 iH()iKOBaHMM areHTOM. 3aIipOIIOHOBaHA MOJIENb
JIO3BOJISIE BPAxXOByBaTH (i3MYHHI 3MiCT mapameTpiB, 30KpeMa pajiyC 3apakeHHs Ta TPUBATICTh XBOpoOW. Ha OCHOBI pe3ynmbTaTiB areHTHOTO
MOJIEIIOBaHH 3/1iiiCHEeHO inenTrdikamito napamerpis SIR-mozmeni — koediuienTa nepenaui indekii Ta koedilieHTa OMYKaHHS — 38 JOIIOMOTOI0 METOLY
HaMEHIINX KBajpaTiB. Y XOIi YHCEIbHHX EKCIIePHMEHTIB JOCIHI/DKEHO, sIK came Ii MapaMeTpH 3MIHIOIOTHCS B 3aJEKHOCTI Bill TPUBAJIOCTI
3aXBOPIOBAHHS Ta IIPOCTOPOBOI AMCTaHIIi B3aeMoJIii areHTiB. OTpHMaHi pe3ynbTaTH IIPOJEMOHCTPYBAJIN SKICHY Bi/IITOBITHICTh MiXk areHTHOro Ta SIR-
MOJICJUTIO MPU NpaBHJIBHOMY Mifn0Oopi mapamerpiB. TakuM 4MHOM, MYJIBTHAr€HTHE MOJENIOBAHHS MOXKE HE JIMIIE 3HAYHO MiJBHUIIUTH TOYHICTbH
[IPOTHO3YBAHHS, aJie i CIIyryBaTH IHCTPYMEHTOM JIUIsi 00T PYHTOBAHOI i1eHTH(iKaLii TapaMeTpiB KJIACHIHUX MaTEMaTHIHUX MOJIENEH. 3apoIoHOBaHHU
I JTX1/] MOe OyTH BUKOPHUCTAHMH TS i ITPUMKH IPUHHATTS PillieHb y cepi OXOPOHH 3/10pOB’sI I1iJ1 4ac peabHUX elliIeMidHIX 3aTpo3, 3a0e3Meyoun
OuIbII OOTPYHTOBAHY OIIHKY IOTEHLIHHOTO PO3BUTKY €MijfieMii, IIaHyBaHHS 3aXOAiB MPOQITAKTUKH Ta KOHTPOIIO, a TAaKOX OILIHKY €(eKTUBHOCTI

Pi3HUX cIeHapiiB BTpydaHHs 3 ypaXyBaHHAM IIPOCTOPOBOI Ta 4aCOBOI AMHAMIKY ITOMIMPEHHS iH(EKIIii.
KoarodoBi ciioBa: MynbTHareHTHa MOJIENb, emigeMionoriuae moxemoBaHHS, SIR-Mognens, imeHTHQIKais mapamMeTpiB, METOX HaWMEHIIHX
KBaJIpaTiB, TPUBAJICTh 3aXBOPIOBAHHS, TUCTAHLIIS B3a€MOJIIT, CTATUCTUYHI JJaHi, CUMYJIALLIS.

Beryn. Y 38’s3Ky 3 mporiecamu riodamisariii, iHTeH-
cudikaliero TPAaHCHOPTHHUX TIOTOKIB Ta 3pOCTaHHSM PiBHS
couianbHOT B3a€MO/IT MIXK JIFOAbMH NOMIMPEHHS 1HeKiii-
HHUX 3aXBOPIOBaHb HaOyJI0 XapakTepy OAHI€l 3 KIFOUOBUX
npo0iieM Cy4acHOi CHUCTEMH OXOpOHH 310poB’s [1-4].
AHaIi3 i MpOTHO3yBaHHS JUHAMIKHA PO3BUTKY €ITiICMidHIX
MIPOLIECIB € BO)KIIMBUM 3aBJaHHIM, PO3B’I3aHH SIKOTO Jla€
3MOTY CBOE€YAaCHO BXXMBATH NPOQUIAKTHYHNX Ta OpraHisa-
LIIHUX 3aXO0/iB.

[ ommcy 3akOHOMipHOCTEH MOMMpeHHs iH(eKmini
IIMPOKO 3aCTOCOBYIOTHCSI MAaTeMaTHYHI MOETi pi3HOTO
piBHS CKJIAagHOCTI, 30KpeMa CTOXacTHYHI Ta AWHAMIYHI
cucremu [5-8]. Onniero 3 HaWOULIBII BiIOMUX € MOJENb
SIR, sika onMCye 3MiHy YHCEBHOCTI TOMYJISMii, O iIeHOT
Ha TPU TPYIH: CIPUHHATINBI, iH}iKOBaHI Ta Ti, IO OMY-
xaiau. OHaK NpaKTHYHE BUKOPHCTAHHS TaKMX MoJeler
notpedye BpaxyBaHHS 0araTboX JOJATKOBHX (AKTOPiB,
cepen SIKMX — HEOJHOPIAHICTh KOHTAKTIB y CYCIIJIbCTBI,
IIPOCTOPOBO-4ACcOBI OCOOIMBOCTI MOMIMPEHHS 3aXBOPIO-

BaHb, MOBEJIHKOBI peakuil HaceleHHs Ta e(EeKTHBHICTbH
MEIUYHHUX 3aXO0/IiB.

VY 3B’s13Ky 3 MM aKTyaJbHUM HAIPSIMOM JOCIIIKEHb
€ po3po0JIeHHS Ta BIIOCKOHAIICHHS MYJIbTHAT€HTHUX MOJIe-
JIeH, SKi JO3BOJIIIOTEH OLITBII IeTabHO BPAaXOBYBaTH 1HAU-
BiJyabHI XapaKTePUCTUKH arcHTiB, COMiaIbHI B3a€MOJIII,
MOOIUTBHICTh HaceJIeHHs Ta TeorpadiuHi 0coOIUBOCTI
periony [9-11]. Taxi momeni 3a6e3MeUyrOTh MOXKIIHMBICTD
MOETHAHHS KJIACHYHHUX MaTeMaTH4YHUX METOJIB i3 cydac-
HUMHU IMITAl[ifHUMHU TiAX0JaMH, IO 3HAYHO ITi/IBHIIYE
JIOCTOBIPHICTE 1 MPOTHOCTUYHY IIHHICTH peE3yIbTATIB.
OcTaHHI JoCHiKeHHS y cepi enigeMionoriyHoro Moze-
JIOBaHHSA MIATBEP/DKYIOTh JOIUIBHICT 1HTETpallii mmx
MiAXOMIB A OTPUMaHHS OiNBII pealiCTHYHUX CIICHApiiB
PO3BUTKY €MiZEMIYHUX IPOLIECIB.

Orasg MeToaiB MoJeIOBaHHA emigemii. Monens
SIR ommcye nuHaMIKy HOIIMpPEHHS iH(EKLid 3a J1omnomo-
rOr0 cHCTeMH audepeHianbHUX piBHsHE [6, 7]:
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me S(t), I(t) ta R(t) — kimbkicTs BpasmuBuX, iHdikoBa-
HHX Ta OJ1y>KaBIIHX 0Ci0 BiJIIOBIIHO,
N =S(t)+1(t)+R(t) —3araneua KimekicTe Hace-

JIeHHA, @ — KoedilieHT nepenayvi iHdekmii, 3aIeHIA Bif
YaCTOTH KOHTAaKTIB, /[ — KOe(iUi€HT OayKaHHS, SKUH

BU3HaYae UIBUIKICTh BUX0/Y iH(}iKoBaHUX 0ci0 3 iH}eKil.

Y poborti [2] Oys10 3ampoONOHOBAHO areHTHUH MiIXi,
SKUi Tepenbadae BUKOPUCTAHHS OKPEMHX areHTIB i3
BJIACHMMH XapaKTePUCTUKAMU Ta MPaBHJIAMH MOBEIIHKH,
110 JTO3BOJISIE MOJIEITIOBATH IXHIO B3aEMO/III0, BPAXOBYIOYH
IHAMBIqyaTbHY MOOIUTBHICTD, aJaNTUBHICTD 1 PI3HOMAHIT-
micts [10]. Taka Monens 37aTHa BiATBOPIOBATH CKJIAIHI
coliabHi CTPYKTYPHY Ta AWHAMIYHI 3MIHU Y MOMYJISLIT iz
yac emigemii. Monens peanizoBaHa y KBajparHiii oonacti

R?={xe[01],ye[0,1]},ne N areuti A,A,,...A ne-

PEMILILYIOTHCS 32 BUIIAIKOBUMH TPAEKTOPisAMH. PyX omucy-
€TbCS PIBHSHHIMHU:

( k
X=X v -,
(k+1) _ |,k k
Yi =Y tVyn
ne V:j i V;j — pIBHOMIPHO pO3MOJUIEHI 3HAYEHHS B

niamas3oHi [—1, +1]. Ipy JOCATHEHHI MeX O0JIACTI areHTH
BIAIITOBXYIOTHCS Ta 3MIHIOIOTB HAIIPSIMOK pyXy. Y mpoueci
nepeMilleHHs MOXKJIMBI KOHTaKTH MK areHTaMH, 1110 MOXKe
MIPU3BOAMTH JI0 Tiepenadi iHeKii

Ak 1 B mozmeni SIR, areHTH MOIUIAIOTECA Ha TpH
Kareropii: S (Bpa3muBi) — 3I0pOBiI areHTH, SKi MOXYTh
indixyBarucs, | (iHdikosani) — Hocii iHdexuii, R (omy-
JKaBIIl) — aT€HTH, IO OAYKAIH Ta OibIlle HE MOXYTh
3apasutucs. [lepexin MiX cTaHAMH BH3HAYA€THCS KOHT-
aKTaMH MDK areHTaMH Ta TPUBAJICTIO 3aXBOPIOBAHHIL.

k k .
KOHTaKT‘Xi( )—Xg )‘ <& mix arentamun A Ta A; BHU3Ha-

Ya€TbCA 3a YMOBOIO:

V9 -y <e.

MowmenT 3apaxkenss K’ Bimmosizae KoHTaKTy iH(iko-
BaHoro arenra | 3i cnpuilHATIMBEM areHTrom S, a Mo-
MEHT oxykaHHsg K" BH3Ha4aeThCs sIK:

K" =K'+,

ne | —tpuBamicts xBopoGu. Ilicis 3aBepuIeHHS LBOTO
MEpioy areHT MePeXoanTh y cTaH R 1 HabyBae iMyHiTETY.

TaxuMm yrHOM, Ha BiaMiHy Big monemi SIR, arentHa
Mozenb omepye (i3MYHO IHTEPIPETOBAHUMH ITapaMeT-
paMm: paaiycoM B3aeMOZIl & 1 TPHUBATICTIO XBOpOOH
I [12].

IopiBusinus Moaedeii. Sk Oyno 3a3HaueHO paHile,
MOBEJiHKa JeTepMiHoBaHOi SIR-Mojeni 3aieXuTh Bif
napaMeTpiB KoeQillieHT 3apaxeHHs [ Ta KoedilieHT
OIy)KaHHS (! , B CBOIO Uepry 3amporoHoBana areHTHa SIR-
MOJIENIb 3aJIEKUTh BiJ TPUBAIOCTI XBopoOu | Ta aucranii
B3aemoii & [2, 3]. Jlnst BupileHHs 3a71a4i CIiBCTABICHHS
JIBOX MoJielieii HoTpiOHO 3HANTH Taki mapaMmeTpu f Ta o ,
mo6 perepminoBaHa SIR-mMozens HalkpamuM YHHOM
HaOIDKaIach 110 pe3yibTaTiB PO3PaxyHKY, OTPUMaHHX
areHTHa Mozemmo 10610 kpuBi S(t) i I(t), orpumani 3

nerepminoBanoi SIR-Moneni, MoBHHHI OyTH MakCUMaJIbHO
Onu3bknME 110 croxactnanux S(t) Tta | (t). Bamsbkicts

KPHBHX MOYXHa BU3HAYHTH 32 JIOIIOMOT'00 METO/ly HaiiMeH-
mmx kBaaparis. [Ipouec inentudikanii napamerpis @ 1 S
TPYHTYETBCS Ha MiHIMI3amii pi3HHUII MiDX pe3ylIbTaTaMH,
OTPUMAHHUMH 3 areHTHOI MOZEINI, Ta PO3B’I3KaMH KJIacHy-
Hoi SIR-momeni [13-15]. JInst 1bOro BHKOPHCTOBYETHCS
METOJl HallMEHIIUX KBaIpaTiB:

E =i[(8(t)—§(t))z H1-To) ],

t=1

ne S(t) ta I (t) — pesynbraty 3 arentnoi mozeri, S(t),
I (t) — 3nauenns 3 SIR-mozeui.

BuxopucToByroun BHWIE ONWCaHI Mojeni Oyio
MPOBEJICHO CEpil0 YMCICHHUX ekcrepuMmeHTiB. Ha puc. 1
300pa)XeHO Pe3yJIbTaTH MOJIETIOBAHHS PO3BUTKY 3aXBOPIO-
Bauus Jist 100 arentis 3 TpuBaicTio 3axBoprosanns | =5
ta muctaniis B3aemonii £ =0.03. f=0.70 ta a=0.27
Oynu OoTpUMaHI NUIIXOM imeHTH(IKamii — 3a (opMyIoI0
MiHIMI3amil QYHKIIT TOMWIKH, $SKa OOYHCIIOE CyMy
KBaJPaTiB BiJXWJICHb MIXK BIAMOBIIHUMH TPAEKTOPIIMHU
areHtHoi Ta SIR-Mozei.

Sk ue BUAHO 3 puc. 1, y 000X Mopesel CTpiMKHi
MOYaTOK iH(IKYBaHHS, SIKE I0CATAE CBOTO MaKCUMaIbHOTO
3HAYCHHS Maibke OofHO4YacHO. Ilicis MOYMHAETHCS 3PICT
onyxaBux R, a 3HaueHHs iH¢ikoBaHUX | 3MeHIIyeTh-
csi. 3 4Oro Mo>kKHa 3pOOHMTH BUCHOBOK, L0 MOJIEN SIKICHO
CXOXKI.

VY pamkax poOoTH OyJI0O TPOBEICHO IOCHIKCHHS
BIUIMBY TPHMBAJOCTI 3aXBOPIOBaHHA areHTiB | Ha 3mimy
Koe(illieHTy 3apakeHHA § Ta Koe(illieHTy OfyXaH-
H1 a (puc. 2) SIk BUIHO 3 PUCYHKY, 30iJbLICHHS TpH-
BAJIOCTI 3aXBOPIOBaHHs | NPUBOIMTE 10 3HUKEHHS mapa-
merpiB & 1 S . Ilpu upomy ¢ 3menmyetbes Bin 0.8 1o
0.1,a g 3menmyetses Big 1.12 mo 0.59.

Ha puc. 3 300paskeHO pe3yiabTaTH JOCHIIPKCHHS
BIUIMBY JTUCTAHI[S B3a€EMOJIi £ Ha 3MiHY Koe]ilieHTiB
Ta ¢ . SIk MOXXHa MOOAYNTH HA PHCYHKY, IPH 301JIbIIEH]
napaMeTpy & KoeQillieHT OmyXaHHS ¢ 3MEHIIYEThCS,
HaTOMICTh KOe(ili€HT 3apaKeHHS [ 301TbITYEThCS.
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JonatkoBo 0yJ0 AOCIHIIKEHO BIUIMB ITapaMeTpa TO4-
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piBEHB BiAMOBITHOCTI MK CTOXaCTHYHUMH Ta JIETEPMiHO-
BaHUMHU IigX0JaMU MOZIEIIOBAHHS.
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COMPARATIVE ANALYSIS OF PARAMETER CONSISTENCY BETWEEN AGENT-BASED AND SIR
EPIDEMIC MODELS

In the context of the rapid spread of new viral infections, particularly during the COVID-19 pandemic, there is an increasing need to develop models
that are capable not only of accurately representing the dynamics of the disease, but also of providing a well-grounded interpretation of the parameters
used in analytical models. This paper examines the classical compartmental SIR (Susceptible—Infectious—Recovered) model, which allows for the
assessment of disease dynamics through the solution of a system of differential equations. It is noted that, despite its wide application, this model has a
number of limitations, as it does not take into account individual differences in population behavior, spatial structure, or variability of contacts. To
address these limitations, a multi-agent model is proposed, in which individual agents simulate real people moving in a two-dimensional space and
interacting with each other. The transition of agents between states (susceptible, infected, recovered) depends on the duration of the disease and the
occurrence of spatial contact with an infected agent. The proposed model allows for consideration of the physical meaning of parameters, such as the
infection radius and disease duration. Based on the results of agent-based modeling, the parameters of the SIR model — the infection transmission rate
and the recovery rate — were identified using the least squares method. Numerical experiments examined how these parameters change depending on the
duration of the disease and the spatial interaction distance between agents. The obtained results demonstrated qualitative agreement between the agent-
based model and the SIR model when parameters were properly chosen. Thus, multi-agent modeling can not only significantly improve the accuracy of
epidemic forecasting but also serve as a tool for the well-grounded identification of parameters in classical mathematical models. The proposed approach
can be used to support decision-making in healthcare during real epidemic threats, providing a more substantiated assessment of the potential
development of an epidemic, planning of preventive and control measures, and evaluation of the effectiveness of different intervention scenarios, taking
into account the spatial and temporal dynamics of infection spread.

Keywords: multi-agent model, epidemiological modeling, SIR model, parameter identification, least squares method, duration of illness,
interaction distance, statistical data, simulation.
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ALGORITHMS FOR CONSTRUCTING A REGRESSION LINEAR WITH RESPECT TO UNKNOWN
COEFFICIENTS ON A LIMITED AMOUNT OF EXPERIMENTAL DATA

This publication continues the series of scientific works of the authors on the creation of algorithms for constructing multivariate regressions which are
linear with respect to unknown coefficients by using linear programming models. To simplify the simulation modeling of their efficiency, we present
the algorithms for the multivariate linear regression problem. The use of linear programming models requires minimizing the sum of the absolute
differences used in the general procedure of the least squares method. The estimates of the unknown coefficients obtained as a result of solving the linear
programming problem are linear with respect to the vector of the values of the regression model in the statistical experiment. It is known that, by virtue
of the Markov theorem, the estimates of the unknown coefficients obtained by the general procedure of the least squares method are efficient in the class
of linear unbiased estimates. Thus, it would seem that the transition from the least squares method to the least absolute deviations used in the least squares
method is a priori unproductive. But this is not so. From the proof of the Markov theorem, it follows that the linear estimation matrix must be constant
and independent of the values of the regression model in the statistical experiment. The estimates obtained by the least absolute deviations method do
not meet this condition. Indeed, the estimation matrix is the optimal basis for solving the linear programming problem by the simplex method and
depends on the values of the regression model in the statistical experiment. Such a formulation of the problem allows introducing, into the optimization
model, linear constraints that use the results of statistical tests and implement additional properties of the searched multivariate regression. The first
studies of these algorithms have shown their efficiency, this allowed the authors to set the task of creating such algorithms that can not only compete
with the general algorithmic procedure of the least squares method, but also be efficient for the case of a limited volume of experimental data, when the
ratio of the average absolute value of the realizations of a random factor in the experiment to the average absolute value of the true regression on it is a
sufficiently large value. In this case, it is incorrect to raise the problem of finding estimates of unknown coefficients that practically do not differ from
the true ones, but, as experiments and, in particular, the examples given in this paper have shown, it is possible to find sufficiently good estimates of the
average values of the true regression in the experiments conducted, which can be used, for example, in diagnosing the early stages of the onset of an
epidemic of various diseases or in other recognition tasks.

Keywords: multivariate regression, least squares method, least absolute deviations method, linear programming model, simplex method, optimal
basis.

1. Introduction. The problem of constructing multi-
variate regressions on a small volume of experimental data
with a significant value of the variance of a random factor
is still of interest to researchers both in theoretical and prac-
tical aspects [1-10]. In most cases, practical results for such
problems are obtained using heuristic methods, in particu-
lar, the classical method of group consideration of argu-
ments and its numerical modifications. This publication
continues the series of papers by the authors [11, 12] on the
creation of efficient algorithms for constructing multivari-
ate regressions linear with respect to unknown coefficients,
which formally have the form

Y(®) =2 0w, (X)+E, (1)

where @ = (00, é,...,0. )T is a vector of unknown coeffi-

cients; v, (Y), j= m, are known basis functions; random

variable (RV) E isarandom factor, the distribution of this
RV in this work is considered normal with known parame-
ters ME =0, DE = 6% < .

Remark 1. The distribution of the RV is not essential
for the algorithms proposed in this paper. The fundamental
feature of these algorithms is that they use as the main for-
mal model a linear programming model, the functionality
of which minimizes the sum of the absolute differences

used in the least squares method (LSM). As in publications
[11, 12], the algorithm for constructing a multivariate re-
gression is presented for a partial case of the model (1),
namely, for a multivariate linear regression. This allows
one to conduct simulated statistical modeling of the effi-
ciency of algorithms for a sufficiently wide class of linear
multivariate regressions, which is impossible for models
presented in the form of (1).

2. Formal statement of the problem. A multivariate
linear regression has the following matrix form:

Y(X)=0"X+E, (1)

where E is a RV that has a normal distribution with zero
mathematical expectation and known variance o, @ isa

vector of unknown coefficients 8" = (6’0,91,...,49r ) The

vector X' = (I, Xypenn )_(r) X, :]7, are deterministic

input variables of the regression model. Let’s write the re-
sults of statistical tests on model (2) in the form

(% = y,i=1n) thatis,
Y, =0, +6,X; +...+6,X,; +&,i =1n,

where ¢ is the realization of the RV E. With a suffi-
ciently large amount of experimental data, the algorithms
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presented below can successfully compete with the general
procedure of the LSM for finding efficient estimates of the
values of the coefficients of a multivariate regression linear
with respect to the unknown coefficients. However, this pa-
per shows that the proposed algorithms can be successfully
used in the case of a limited amount of experimental data
to estimate scalar characteristics from the values of the true
regression on the values of the input variables of the exper-
iment conducted, when the average absolute value of the
random factor realizations and the average absolute value
of the true regression on the values of the input variables in
the experiment are of the same order.

3. An algorithm that uses a single linear program-
ming model. The first algorithm finds the optimal solution
to the following linear programming problem (LPP):

min > " z, €)

— [ty (n))- k| < Z::l(Yi _‘9T)_(i)S L+t (n)) k. (6)
The variables of the LPP (3)-(6) are z,,...,z

0y,6,....,6,. Constants t(n)>0,i=1,4, are chosen ex-
perimentally.

=3 el k=250 >0

where ¢, are artificially generated realizations of the RV

n?

and do not coincide with the realizations of the RV in a sta-
tistical experiment.

Remark 2. The heuristic for choosing the regions of
constraints on the LPP (3)—(6) variables is a modification
of the heuristic presented in [12] and consists in the fact that
with an appropriate choice of constants t,(n),i=1,4, the

unknown values of

%Zinzl‘yi - TX' ’%Zin:l(yi _0T)_(i)

belong to constraints (5), (6), respectively. The components
of the vector @ are the unknown values of the multivariate
linear regression. The union of regions (5), (6) is signifi-
cantly smaller than the region given by constraints (4).
Remark 3. At a qualitative level, it is clear that as the
number of tests n increases, the number of errors t, (n)

should decrease.
Remark 4. If n<r+1, then the general procedure of

the LSM or the least absolute deviations method gives a
degenerate solution, that is, if 0 is the estimate of the val-

uesof @,i= ﬂ then these equalities hold:

In other words, the estimates &, i ::L,_n, of the

realizations of the RV that it took in the tests are identically
equal to zero. For the case n<r +1, the vector of estimates

0 asasolution to the LLP (3)—(6) is not a degenerate vector
of estimates, but the answer to how useful this estimate is in
this case can only be given by careful statistical studies.

4. An iterative algorithm for constructing a multi-
variate linear regression. To find the efficient domain of
the algorithm, we introduce the following definition.

Definition 1. A vector @ of estimates of the coeffi-

cients of a vector @ is called a consistent estimate if the
realization of the criterion 2, which is built on the esti-
& =Y, —6Txi, i=1n,
does not contradict the hypothesis of a hormal distribution
with parameters 0,2 (parameters of the normal distribu-
tion of the RV E).

Remark 5. The definition of a consistent estimate does
not depend on the distribution of the RV E since the crite-
rion efficiently tests the hypothesis for any known distribu-
tion of the RV E.

From the definition of a consistent estimate it follows
that the value of the number of tests in a statistical experi-
ment and the value of o® = DE must be such that the fol-
lowing condition is fulfilled: the realization of the criterion
z? statistically significantly belongs to the feasible region

mates of the realizations of E,

only in the case when the numbers &; do not differ signif-

icantly from the realizations &, i =1,n, ofthe RV E. This

is the condition that guarantees that the iterative algorithm
presented below, the construction heuristic of which is

aimed at finding consistent estimates éj, j :m, of the

components of the vector @, is the most efficient algo-

rithm. But, as the second example given in section 5 shows,
it can be used in the case when the number of tests n does

not satisfy the above restrictions.
The iterative algorithm consists of sequentially solv-
ing the following LPPs:

min "' 7, )

~7,<y,-0"%,<z,,2,20,i=1n (8)
Dl <30 -

k, +(p—1)Ak, — jAk, < ZLZi <k, + pAk, — jAk,,

—(+t,(n 07X, )< (1+1,( n))-|k,|. (9

j=0,p+l, Ak, >0. (10)

The variables of the LPPs (7)-(10) are 6,,i=0,r,

z,1 =1,n. p, | are given natural numbers, Ak, >0 is the
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given accuracy of the regions (10), one of which must con-
tain the unknown number

3 [y —0Tx], 1+ D)k, <k,

Thus, the natural numbers p and | must statistically
significantly guarantee that the number
%Zi":l‘y. —0T>_<i‘ belongs to one of the regions (10), and

unknown

1
the value of Ak, is chosen as a compromise between the
number of LPPs and the absolute deviation from the num-
n T—=
ber %zi:l‘yi -0 xi‘.
The macro-algorithm for obtaining the vector of esti-

mates @ is as follows. The LPPs are solved sequentially in
an arbitrary order. For each problem, starting from the first

one, for the found vector of estimates 0 we find estimates
&, of the realizations &; ofthe RV E,i =1,n, where

(11)

For them, the criterion y? tests the hypothesis that
the numbers ¢, i =1,_n, do not contradict the simple hy-

pothesis of a normal distribution with parameters 0,c°.
All p+1+1 LPPsare solved. In general case, several con-

sistent estimates @ of the vector @ can be obtained. In this

case, the vector of estimates corresponding to the small-
est value of the criterion y? realization is selected. The

logic of finding this vector of estimates is that on average,
the realization of the criterion y? is greater, the more the

law of the distribution of numbers &;, i = l_n differs from
the simple hypothesis tested by the criterion 2. If no valid
solution is found, then by the same reasoning, the vector of
estimates corresponding to the smallest value of the cri-
terion y? realization is selected.

Remark 6. The presented iterative algorithm is easily
modified for the case when the region (9) is represented as
a union of subregions of the form (10). However, since the

real value of a number K, can be both positive and nega-
tive, not one but two LPPs are solved for fixed values of
P, Py, P,y L1 Ly J, Jyy Jo . I the first one, instead of (9),
the following constraint is used:

K|+ (p, ~DAK, — Ak, <37 (y, ~07%, )<

<[k, |+ py2k, — j,AK,. (12)

J; can take values from 0 to p, +1, and p,,l, are

1
natural numbers, Ak, >0. For | , the condition | Ak, <

< |k,| — Ak, is fulfilled.

In the second LPP, instead of the region (9), the fol-
lowing constraint is used:

~Jky|+ (p, ~DAK, — j,ak, < 37" (v, -07%, )<

<k, |+ p,Ak, — j,AK,. (13)

j, =0, p, +1,, the condition —|k2|+ p,Ak, <0 is impo-
sed on p,.

Thus, (p+1+1)p, +I,+1)p, +1,+1) LPPs are

solved in the modified iterative algorithm, since the inter-
section of the regions (12), (13) is an empty set.
5. Hlustrative examples. 5.1. The first example.
Remark 7. The following measure was chosen as an
integral measure of comparisons of the components of two

vectors @and 0 :

, (14)

where 0] = +JZLO 6.

The formula for the average deviation of experimental
values from model values on input experimental data has

the form

%Zin:l‘)’i _0T)_(i" (15)
where X, =(L X, Xps ) X, = Vi =1n, 07 =(8,,
6,....6,)

The formula for the average deviation of the average
values of the estimated and ideal regression on the input
experimental data has the form

2
n i=1

where 97 = (éo,él, .. .,ém) is the optimal solution to the LPP.

Below we give an illustrative example of using the
first algorithm to estimate unknown coefficients of multi-
variate linear regression with finding the values of (14)—
(16) by ideal multivariate linear regression, the true values

of the 16 coefficients of which (9]., j =E) are 1.59,

4.90, 3.58, -2.57,-2.25, 4.13, 1.45, 5.00, -1.47, 1.26, 4.49,
—2.18, 4.78, -2.46, 4.98, —1.38. The modeling parameters
used are as follows: ME =0, DE =1200, the number of

tests is 48, the ratio of the average absolute value of the
ideal regression on the input experimental data to the aver-
age absolute value of the realizations of RV E s
69.42/26.19.

Table 1 shows the values of Y;,X;,i =1,48.

The values of k1=%2?i|8i|v k22%2488

[ER

(16)

07X, —0Tii‘,

where ¢, are artificially generated realizations of the RV
E, are equal to, 28.69 and —1.42, respectively.
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Table 1 — The values of y,, X;,i =1, 48, for the first example.

Yi X
7120 | 1.00 | 1.65 | 448 | 480 | 153 | 1.22 | 247 | 3.71 | 235 | 1.15 | 3.08 | 1.68 | 458 | 2.43 | 2.87 | 3.45
46.44 | 1.00 | 437 | 1.81 | 2.22 | 465 | 3.98 | 2.76 | 2.27 | 2.88 | 2.66 | 1.60 | 3.17 | 2.04 | 1.27 | 1.71 | 2.67
36.19 | 1.00 | 259 | 435 | 435 | 418 | 438 | 3.73 | 481 | 3.95 | 487 | 3.65 | 457 | 3.12 | 458 | 1.14 | 4.97
5345 | 1.00 | 1.93 | 3.05 | 465 | 203 | 3.71 | 257 | 1.14 | 3.99 | 198 | 2.25 | 1.09 | 4.13 | 1.52 | 3.40 | 3.99
51.00 | 1.00 | 485 | 1.65 | 2.80 | 1.65 | 261 | 451 | 468 | 3.66 | 1.68 | 2.62 | 1.92 | 256 | 3.92 | 453 | 2.18
81.15 | 1.00 | 3.63 | 1.02 | 211 | 3.18 | 226 | 1.94 | 1.10 | 3.77 | 2.62 | 3.10 | 3.02 | 435 | 2.37 | 2.68 | 2.77
1835 | 1.00 | 421 | 1.03 | 1.31 | 444 | 312 | 219 | 2.27 | 391 | 3.97 | 425 | 253 | 4.62 | 4.09 | 2.25 | 4.12
2117 | 1.00 | 259 | 343 | 2.67 | 473 | 407 | 1.40 | 152 | 3.76 | 393 | 1.82 | 3.76 | 1.97 | 3.33 | 2.06 | 1.04
39.63 | 1.00 | 492 | 3.96 | 2.82 | 3.05 | 237 | 1.97 | 3.70 | 1.64 | 230 | 3.02 | 1.27 | 3.33 | 1.37 | 1.14 | 294
60.66 | 1.00 | 293 | 1.60 | 1.50 | 1.84 | 294 | 413 | 153 | 1.78 | 1.70 | 3.42 | 498 | 1.28 | 3.87 | 1.93 | 3.53
723 | 100 | 200 | 1.97 | 480 | 192 | 217 | 391 | 412 | 320 | 435 | 1.71 | 233 | 270 | 3.36 | 1.93 | 3.71
98.11 | 1.00 | 2.99 | 472 | 489 | 3.46 | 3.13 | 1.14 | 494 | 1.78 | 1.76 | 1.40 | 145 | 426 | 1.66 | 492 | 1.36
53.66 | 1.00 | 4.07 | 479 | 3.39 | 3.06 | 3.99 | 1.69 | 493 | 354 | 394 | 430 | 3.74 | 278 | 3.10 | 2.07 | 2.81
50.27 | 1.00 | 1.85 | 484 | 348 | 3.62 | 250 | 3.09 | 472 | 1.67 | 1.83 | 3.41 | 448 | 144 | 143 | 484 | 492
9297 | 1.00 | 1.76 | 2.61 | 459 | 3.66 | 1.26 | 1.75 | 441 | 3.86 | 1.17 | 3.08 | 3.51 | 2.97 | 2.24 | 499 | 4.22
10499 | 1.00 | 3.23 | 2.34 | 248 | 391 | 359 | 456 | 495 | 1.72 | 296 | 341 | 414 | 2.36 | 418 | 3.96 | 1.25
40.65 | 1.00 | 1.34 | 2.39 | 3.27 | 253 | 2.60 | 2.04 | 3.67 | 244 | 324 | 1.03 | 3.76 | 2.85 | 478 | 191 | 3.91
3224|100 | 3.73 | 1.19 | 423 | 464 | 233 | 3.86 | 1.39 | 408 | 243 | 495 | 1.29 | 1.13 | 1.06 | 1.68 | 2.64
11091 | 1.00 | 430 | 3.92 | 436 | 1.40 | 499 | 1.12 | 2.83 | 359 | 492 | 1.45 | 3.24 | 3.03 | 2.86 | 2.39 | 3.82
107.73 | 1.00 | 1.80 | 1.60 | 262 | 1.74 | 1.41 | 493 | 1.74 | 250 | 3.76 | 1.98 | 1.49 | 4.86 | 3.42 | 3.40 | 4.04
89.53 | 1.00 | 3.81 | 1.96 | 3.01 | 3.18 | 269 | 421 | 223 | 441 | 254 | 3.26 | 1.18 | 3.39 | 2.06 | 3.27 | 3.68
110.72 | 1.00 | 344 | 1.71 | 142 | 236 | 449 | 463 | 484 | 1.18 | 1.39 | 3.34 | 3.23 | 460 | 1.12 | 3.22 | 3.95
69.43 | 1.00 | 1.06 | 436 | 4.01 | 258 | 443 | 3.95 | 3.85 | 470 | 246 | 2.04 | 437 | 471 | 2.83 | 422 | 4.19
2480 | 1.00 | 2.78 | 427 | 3.62 | 1.57 | 237 | 1.67 | 257 | 1.33 | 3.08 | 447 | 220 | 3.33 | 1.37 | 2.05 | 1.46
9357 | 1.00 | 248 | 1.89 | 457 | 1.07 | 257 | 1.35 | 1.53 | 2.74 | 461 | 447 | 3.99 | 1.60 | 2.74 | 1.67 | 3.00
106.43 | 1.00 | 3.68 | 410 | 250 | 3.70 | 473 | 1.72 | 2.66 | 444 | 478 | 3.22 | 3.28 | 3.12 | 441 | 3.15 | 3.48
31.05 | 1.00 | 3.92 | 443 | 413 | 1.73 | 3.10 | 3.83 | 1.14 | 451 | 424 | 2.08 | 355 | 3.13 | 404 | 3.22 | 2.61
59.66 | 1.00 | 4.78 | 1.39 | 1.86 | 437 | 1.23 | 250 | 142 | 1.54 | 265 | 1.66 | 481 | 433 | 3.86 | 4.13 | 3.59
7263 | 1.00 | 3.93 | 3.34 | 488 | 1.12 | 443 | 268 | 226 | 1.97 | 1.72 | 1.51 | 3.37 | 1.05 | 472 | 3.79 | 2.30
120.61 | 1.00 | 3.26 | 3.62 | 3.44 | 468 | 3.72 | 382 | 3.33 | 461 | 3.83 | 2.09 | 427 | 479 | 3.87 | 2.31 | 1.33
5761 | 1.00 | 3.10 | 1.81 | 448 | 4.00 | 289 | 218 | 3.02 | 1.33 | 411 | 3.82 | 3.64 | 2.87 | 1.32 | 1.58 | 3.80
70.50 | 1.00 | 290 | 428 | 293 | 3.30 | 3.41 | 358 | 3.38 | 1.44 | 1.89 | 2.85 | 493 | 4.27 | 2.87 | 1.76 | 3.93
70.05 | 1.00 | 211 | 3.76 | 3.36 | 482 | 355 | 495 | 3.80 | 464 | 284 | 1.09 | 144 | 1.35 | 2.82 | 1.32 | 3.81
58.06 | 1.00 | 2.95 | 3.37 | 1.92 | 277 | 1.32 | 2.80 | 3.04 | 1.12 | 427 | 1.31 | 2.66 | 1.12 | 1.28 | 4.21 | 3.92
72.03 | 1.00 | 2.96 | 3.95 | 479 | 3.05 | 3.79 | 474 | 214 | 435 | 358 | 476 | 479 | 2.03 | 1.20 | 4.33 | 2.65
64.63 | 1.00 | 1.65 | 494 | 1.16 | 1.19 | 410 | 215 | 249 | 2.72 | 335 | 1.33 | 487 | 1.88 | 1.85 | 2.26 | 4.44
3052 | 1.00 | 1.01 | 1.26 | 2.72 | 1.66 | 481 | 2.86 | 1.02 | 4.75 | 3.87 | 2.81 | 1.47 | 243 | 452 | 447 | 1.32
15175 | 1.00 | 3.79 | 212 | 223 | 2.68 | 3.43 | 1.84 | 468 | 291 | 1.12 | 392 | 359 | 2.32 | 1.15 | 1.88 | 2.45
136.47 | 1.00 | 434 | 452 | 141 | 234 | 429 | 468 | 1.37 | 216 | 3.62 | 499 | 488 | 2.26 | 3.40 | 4.15 | 4.07
7782 | 1.00 | 243 | 320 | 1.02 | 408 | 1.76 | 1.19 | 428 | 4.05 | 1.50 | 4.87 | 1.90 | 3.39 | 2.88 | 4.38 | 3.53
98.32 | 1.00 | 356 | 245 | 353 | 444 | 441 | 462 | 1.99 | 495 | 3.69 | 1.99 | 230 | 253 | 357 | 1.56 | 2.12
10521 | 1.00 | 478 | 464 | 399 | 264 | 3.17 | 461 | 273 | 3.34 | 435 | 405 | 1.71 | 3.96 | 3.07 | 3.58 | 3.72
803 | 100 | 158 | 1.13 | 1.29 | 443 | 1.75 | 3.25 | 205 | 190 | 2.26 | 2.82 | 3.11 | 463 | 1.05 | 4.26 | 1.59
61.37 | 1.00 | 3.34 | 3.03 | 1.15 | 437 | 3.84 | 1.81 | 242 | 3.01 | 484 | 1.24 | 498 | 3.41 | 462 | 455 | 2.98
30.32 | 1.00 | 2.95 | 144 | 1.79 | 224 | 1.22 | 433 | 479 | 3.76 | 4.03 | 233 | 1.00 | 4.63 | 4.36 | 4.14 | 2.62
104.27 | 1.00 | 2.18 | 2.95 | 2.71 | 3.09 | 3.79 | 1.69 | 3.00 | 4.27 | 3.84 | 2.67 | 1.02 | 4.97 | 439 | 3.41 | 2.28
7471 | 1.00 | 3.05 | 3.24 | 3.24 | 407 | 424 | 451 | 1.80 | 466 | 237 | 464 | 1.01 | 3.31 | 2.30 | 482 | 2.71
175.05 | 1.00 | 420 | 3.78 | 2.86 | 3.18 | 1.96 | 3.02 | 4.71 | 1.57 | 3.47 | 428 | 348 | 4.76 | 2.73 | 3.79 | 3.69
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The LPP has the form:
min Z?izi ,

0.X <z,,2,>0,i=148, (18)

j=0 1%

17)

12
_Z_Syi_

-tk <53y, -

13k, <530y -3 0,% J<13k,| (20)

=8 j=0" i

* 0%, )<k +1k,, (19)

As a result of solving the LLP (17)—(20), the follo-
wing estimates of the unknown coefficients were obtained:
-23.06, 10.40, 1.56, -1.89, -9.22, 4.50, -0.21, 6.28, —0.38,
1.59, 5.69, —0.96, 5.24, —0.63, 4.58, 3.63. The value of (14)
is equal to 1.07. The value of (15) is 26.19. The value of
(16) is equal to 8.73. Thus, the scalar measure of deviation

of the components of vectors @ and @ is 1.07, with ideal
values of this measure being 0.02, but the filtering effect of
the average value of the ideal regression line on the input
experimental data decreased from 26.19 to 8.73, i.e. by
66.65 %, which allows the value (16) to be used in recogni-
tion systems for various purposes (for example, recogniz-
ing the beginning of a disease epidemic in a region from the
list of diseases contained in the recognition system).

5.2. The second example. Below we give an illustra-
tive example of using the second algorithm to estimate un-
known coefficients of a multivariate linear regression with
finding the values of (14)—(168) by ideal multivariate linear
regression, the true values of 13 coefficients of which
(Hj, j=0, 12) are 1.05,-2.08, 2.02, -1.10, -1.55, 3.20,

-3.70, —4.97, -2.61, 4.95, 3.49, 2.87, —3.54. The modeling
parameters used are as follows: ME = 0, DE = 3000, the

number of tests is 48, the ratio of the average absolute value
of the ideal regression on the input experimental data to the
average absolute value of the realizations of RV E s
14.15/42.03. It should be emphasized that the average ab-
solute value of the realizations of RV E is 2.97 times
greater than the average absolute value of the ideal regres-
sion on the input experimental data.

Since the size of the article does not allow us to pre-
sent all the stages of the iterative algorithm, we will present

only the LPP that corresponds to the consistent estimate 0
of the vector @ (the y? criterion has five degrees of free-
dom, the realization of the y? criterion is 4.00, and the

critical region for ¢ =0.05 is given by the number 11.07).
For this purpose, we give in Table 2 the values of

Yy, X;,1=148.
The value of k, = %Zigi , where ¢, are the artifi-

cially generated realizations of the RV E, is-14.29.
The LPP has the form:

. 48
min >~ 7,

(21)

—7, <y, -3 6% <17,,2,20,i=1,48, (22)

1 j:0 ]

48

41.61< X 2 <4245,

— 48 i

(23)
13| <530y - 37 0% )<Lk, (29)

As a result of solving the LLP (21)—(24), we obtained
the following estimates of the unknown coefficients:
-20.36, —4.84, 1.41, 0.50, 0.46, 4.25, 4.87, -3.01, 0.03,
-3.86, 6.53, 6.22, -8.32. The value of (14) is 1.28. The
value of (15) is 42.03. The value of (16) is 9.94. Thus,
compared to the first example, the scalar measure of

deviation of the components of vectors 6 and @ became

worse, but the effect of filtering the average value of the
ideal regression line on the input experimental data
decreased from 42.03 to 9.94, i.e. by 76.35 %, which is
better than in the first example.

6. Methodology of using the proposed algorithms.
As shown by the two illustrative examples given in section
5, the proposed algorithms for estimating multivariate re-
gression linear with respect to unknown coefficients are po-
tentially efficient. Indeed, even with a fairly limited number
of tests (48), a random factor variance of 1200 (the first ex-
ample), 3000 (the second example), and a significant ratio
of the average absolute value of the real regression on the
values of the input variables in the statistical experiment
tests to the average absolute value of the random factor re-
alizations in these tests (69.42/26.19 for the first example,
14.15/42.03 for the second example), both algorithms
demonstrated high filtering properties (66.65 % for the first
example, 76.35 % for the second example).

For the correct use of the proposed algorithms in the
general case, the following methodology of statistical sim-
ulation modeling is proposed.

1) set the parameters of the regression problem: the
analytical expression of a multivariate regression linear
with respect to unknown coefficients, the distribution of a
random factor, the range of values of input arguments and
unknown coefficients of the multivariate regression, the
number of tests of the statistical experiment (and there may
be several such values);

2) select two out of three or one out of three proposed
algorithms and the algorithm with which its efficiency is
compared (for example, LSM);

3) using a uniform distribution to generate the coeffi-
cients of the ideal regression (their absolute values and their
signs), the values of the input variables, model a sufficient
number of individual ideal regressions, for each of which

simulate a statistical experiment ()_(i —VY,,i =]_,_n) As the

result of each statistical experiment, the estimates of un-
known coefficients are found by the selected algorithms.
Using the scalar measure (14), average comparative char-
acteristics of their efficiency are found by them. According
to the results of average comparative characteristics for a
given class of multivariate regressions (item 1 of the meth-
odology), the best algorithm is selected.
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Table 2 — The values of y,, X, ,i :m, for the second example.

Yi X;
-33.81 | 1.00 4.76 3.92 1.67 3.07 1.93 2.13 3.31 4.09 3.62 2.71 2.94 1.96
-78.63 | 1.00 2.61 2.28 294 2.20 1.25 2.00 3.55 1.71 4.76 4.50 3.61 3.11
10.00 | 1.00 3.49 4.74 3.18 4.08 1.20 3.48 1.76 4.74 2.83 2.96 4.82 2.18
—73.60 | 1.00 1.04 1.12 4.65 3.57 4.01 1.59 2.20 2.87 1.33 3.74 3.53 4.97
-1.08 | 1.00 1.49 2.01 2.28 1.40 1.62 3.48 1.87 1.94 4.86 2.74 2.40 1.26
39.96 | 1.00 2.39 2.61 4.14 2.75 1.47 2.75 2.45 1.72 1.24 1.29 3.98 3.91
-54.97 | 1.00 3.17 1.55 4.56 3.67 1.94 211 1.84 1.92 1.33 3.01 3.72 2.54
3.05| 1.00 3.19 1.94 331 441 4.46 4.49 3.15 3.55 4.57 3.45 2.04 3.96
-25.91 | 1.00 2.38 2.90 341 1.25 4.22 1.40 1.95 4.18 2.12 1.57 391 2.04
-27.47 | 1.00 1.44 3.79 1.23 3.15 1.42 3.16 4.20 3.26 3.85 1.76 1.04 2.34
12.03 | 1.00 1.46 1.75 2.83 4.38 3.40 1.29 2.38 3.83 2.29 2.21 4.16 1.39
-0.54 | 1.00 3.86 3.25 1.60 1.39 2.70 111 4.21 3.15 1.89 321 3.88 1.16
10.28 | 1.00 3.74 3.19 1.22 3.13 3.63 4.52 1.67 4.08 3.43 491 1.20 1.99
-26.98 | 1.00 2.39 4.29 2.77 2.81 3.32 2.89 1.37 4.27 4.35 471 4.55 3.31
-24.92 | 1.00 3.31 1.27 4.26 3.41 3.10 4.70 2.62 1.68 2.49 331 4.45 3.67
102.55 | 1.00 1.94 1.91 1.20 1.54 1.70 1.88 4.20 3.67 1.52 1.40 2.50 4.44
-72.91 | 1.00 1.17 3.15 3.97 3.52 4.92 1.71 3.24 3.10 3.07 3.13 4.36 3.75
-39.34 | 1.00 1.04 3.65 1.70 4.67 4.12 3.59 2.84 1.72 4.75 3.42 3.30 1.76
-27.53 | 1.00 4.98 3.67 3.57 2.63 2.36 3.79 2.66 1.21 2.57 1.04 451 441
75.31 | 1.00 1.74 4.40 1.51 4.62 4.57 2.84 1.48 4.68 4.77 4.09 2.81 1.22
-129.01 | 1.00 2.35 1.54 3.97 4.18 1.62 131 1.41 4.60 1.17 4.73 2.67 3.88
-86.66 | 1.00 1.50 2.02 1.75 1.53 111 3.14 2.00 3.40 1.20 4.06 3.07 4.66
43.84 | 1.00 2.38 2.14 2.01 3.91 261 294 1.91 1.77 2.77 1.35 1.02 1.08
74.30 | 1.00 1.36 1.84 3.97 5.00 4.98 2.81 3.90 2.30 1.46 2.26 2.10 1.84
11.83 | 1.00 4.87 4.13 4.38 1.64 3.53 2.90 3.33 1.42 3.59 3.60 4.76 1.38
-72.21 | 1.00 3.79 2.64 2.69 1.46 2.10 391 3.40 1.74 1.54 1.83 4.64 1.99
-78.39 | 1.00 3.14 2.42 2.93 1.18 3.95 4.62 2.14 2.50 4.14 4.03 2.13 3.59
-15.96 | 1.00 3.10 2.38 4.46 4.66 3.75 4.39 4.80 4.05 1.31 3.75 1.48 4.80
-32.83 | 1.00 1.25 3.80 451 3.41 1.78 1.84 4.31 3.34 1.77 1.76 3.19 4.65
-52.88 | 1.00 1.31 1.19 4.49 1.72 4.04 3.25 1.55 2.94 2.88 1.66 1.85 241
11.88 | 1.00 1.62 1.61 2.53 4.80 1.45 1.15 2.83 1.52 1.30 2.30 4.30 3.59
92.08 | 1.00 3.04 4.56 1.46 3.92 3.56 1.14 1.10 1.19 3.22 1.71 4.86 224
-8.43 | 1.00 1.62 1.33 4.15 3.31 4.95 4.66 3.06 1.99 4.08 1.53 2.66 3.24
-37.11 | 1.00 4.55 1.59 1.40 4.77 3.02 4.87 3.92 245 245 1.02 1.19 3.53
-45.35 | 1.00 3.61 1.73 3.62 3.55 4.30 4.65 1.04 1.19 3.38 3.92 2.19 3.19
43.38 | 1.00 2.88 3.70 1.37 3.57 1.26 4.01 2.53 1.38 1.80 1.98 453 3.99
19.76 | 1.00 4.16 3.47 2.80 3.98 331 3.06 4.05 3.05 1.99 4.55 2.12 1.49
67.07 | 1.00 3.22 3.71 1.28 1.95 1.57 2.49 1.49 1.77 2.87 4.79 3.71 1.06
-8.05 | 1.00 4.60 1.98 1.93 4.26 3.95 1.64 4.49 1.64 2.87 4.05 1.67 1.31
-85.96 | 1.00 1.17 1.89 2.18 2.84 1.34 4.64 4.62 3.68 1.68 2.30 4.46 1.39
43.70 | 1.00 3.60 2.75 1.30 4.33 3.97 4.96 2.07 2.13 3.14 2.45 4.85 3.62
-6.41 | 1.00 3.18 2.52 4.65 1.74 4.60 2.23 2.14 4.72 3.37 2.90 1.90 231
25,51 | 1.00 3.47 4.14 4.11 1.86 3.04 4.44 3.53 4.15 1.30 1.52 1.19 212
85.34 | 1.00 4.98 4.00 4.36 2.50 4.65 251 4.72 4.28 1.86 3.60 2.35 1.94
10.16 | 1.00 2.14 1.82 3.32 2.02 3.39 3.17 2.64 4.48 3.48 3.50 1.59 3.99
68.99 | 1.00 2.04 2.05 1.14 3.41 1.52 2.97 4.07 2.66 3.65 1.70 4.68 3.96
-10.22 | 1.00 3.45 1.16 1.70 3.65 2.08 4.16 4.03 3.15 3.81 411 4.68 4.28
-6.35 | 1.00 3.83 1.65 4.74 4.03 4.77 1.14 3.07 1.76 4.74 4.27 2.76 2.09
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Remark 7. The choice of a uniform distribution guar-
antees the generation of the most “rigorous” for estimating
unknown parameters of individual regression problems. If
desired, the uniform distribution can be replaced by other
distributions in the simulation modeling system by the user.

Conclusions. 1. We substantiated the feasibility of
using linear programming models to find estimates of a
multivariate regression linear with respect to unknown
coefficients.

2. We proposed a new algorithm for constructing es-
timates of unknown coefficients of a multivariate regres-
sion using the example of a linear multivariate regression,
which uses a single linear programming model. The pecu-
liarity of the algorithm is, in particular, that, unlike LSM, it
does not give degenerate estimates for the case when the
number of tests does not exceed the number of unknown
coefficients.3. We proposed a new iterative algorithm for
constructing estimates of a multivariate regression using
the example of a multivariate linear regression, which finds
consistent estimates of unknown coefficients implementing
a special linear programming model at each iteration.

4. We give two illustrative examples confirming the
efficiency of using the proposed algorithms with a small
number of tests and a significant value of the variance of
the random factor in comparison with the average value of
the ideal regression on the values of the input variables in
tests of a statistical experiment on the regression model.

5. We give the methodology for using the proposed
algorithms in a statistical simulation modeling system.
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AJITOPUTMU NOBYJIOBU PEI'PECI], JIIHIMHOI BIZITHOCHO HEBIZJOMUX KOE®IIIEHTIB, HA
OBMEXKEHOMY OB’€MI EKCHEPUMEHTAJIBHUX TAHUX

Jlana myOumikaiisi IPOIOBKYE LUK HAYKOBHX POOIT aBTOPIB MO CTBOPEHHIO AITOPUTMIB MOOYIOBH GAaraTOBUMIPDHHX perpeciii, JHIHHUX BiZHOCHO
HEBIZIOMHX KOE(DII[ieHTiB, 3 BUKOPHCTaHHIM MOeNeH NiHIHHOro mporpamyBaHHs. JUJIsl CIIPOINCHHS iMITAaI[ifHOTO MOJENIOBAHHS iX e(EeKTHBHOCTI,
ITOPUTMH HaBOAATHCS UL 3a1a4i OaraToBUMIpHO] JIiHiIHOT perpecii. BukoprucTanHs Mozgenel MiHIHHOTO IporpaMyBaHHS BUMarae MiHiMi3yBaTH CyMy
MOJYJIiB PI3HHMIb, 10 BHKOPHUCTOBYIOTBCS B 3arajbHiil mpouenypi Meroga HaimeHmmx kBapatiB. OIiHKH HEBiIOMHX KOE(DIli€HTIB, OTPUMAHUX
BHACJIIIOK PO3B’si3aHHS 3a]adi JIHIHHOTO NporpaMyBaHHS, € JIHIHHAMH BIZHOCHO BEKTOpPY 3Ha4yeHb perpeciiiHoi Mojeli B CTaTHCTHYHOMY
eKCIIepuMeHTy. BinomMo, mo B cumity TeopeMu MapkoBa OLIHKM HEBIOMHUX KOE(ILi€HTIB, OTPUMAaHUX 3araJIbHOI0 MIPOLETYPOI0 MeTo/a HalHMEHIINX
KBAJIpaTiB, € e(eKTHBHUMH B KJIACI JITHIHHUX HE3MILIEHUX OLIHOK. TakuM YMHOM, 371aBajoch Ou, Iepexi/ Bix MeToly HaMEHIINX KBAAPATiB 1O METOLY
MiHiMi3aIlii cyMH MOIYINIB Pi3HHIb, 1[0 BUKOPHCTOBYETHCS B METOAI HallMEHINMX KBaJparTiB, € 3a3Jajeriib He NPOAYKTHBHHM. AJle Il HE Tak. 3
JIOBEJICHHSI TeopeMU MapkoBa BHIUIMBA€, IO MAaTPHIlL JIHIHHOI OIIHKM Mae OyTH CTajJoOl0 1 HE 3aJeXaTH BiJ 3Ha4eHb perpeciiHoi Moxmeni B
CTaTHCTUYHOMY ekcrepuMeHTy. OLIHKH, OTpUMaHi METOIOM MiHiMi3amil CyMH MOXYIiB, Wiif yMOBi He BimmoBimaroTh. [liliCHO, MATpHUIS OLIHOK €
ONTHMAIBGHAM 0a3UCOM JUIS PO3B’S3aHHS 3amadi JIHIHHOIO NpOrpaMyBaHHS CHMIUICKC-METOIOM 1 3aJIeXHTh BiJl 3HAa4eHb perpeciiiHoi mozeni B
CTaTHCTUYHOMY eKCIICpHMEHTy. Taka IOCTaHOBKa 3ajadi JO03BOJSIE B MOJENI ONTHMi3allii BBOXWTH JIiHIHHI OOMEXECHHS, IO BHKOPHUCTOBYIOTH
pe3yJbTaTH CTATUCTUYHUX BUIIPOOYBaHb 1 peasi3yloTh JOJATKOBI BIACTUBOCTI IIyKaHOi OararoBuMipHoi perpecii. [lepiui gocmikeHHs LHX aIrOpUTMIB
MIOKa3aJIH iX e()eKTHBHICTH, 1[0 JJO3BOJIMIIO aBTOPaM [IOCTAaBUTH 3a/iady CTBOPEHHS TaKHX aJrOPUTMIB, SIKi HE TUIBKHA MOXKYTh KOHKYPYBAaTH 3 3aTJILHOIO
AITOPUTMIYHOIO IPOLIEyPOI0 METO/Ia HaiIMeHIIINX KBaPaTiB, aje 1 JUIs BUIaJKy 0OMEKEHOTo 00’ €My eKCIIepIMEHTAIBHUX JaHHX, KOJIH BiHONICHHS
CepeHbOr0 3HAUEHHSI MOIYJIS peai3amiil BUagKOBOro (akTtopy B €KCIIEPHMEHTI 0 CepeIHbOro 3HAYCHHS HA HbOMY MOIYJSl iCTHHHOI perpecii €
JIOCTaTHHO BEJIMKOIO BEIMYMHOW. B IbOMy BHIaAKy CTaBHTHM IHUTaHHSA NP0 3HAXO/DKCHHS OLIHOK HEBIIOMUX KOEQil€HTIB, SKi IPAaKTHYHO He
BIZPI3HAIOTHCS BiJl ICTHHHEX, € HE KOPEKTHHUM, aje, sIK MOKa3all eKCIepUMEeHTH 1, 30KpeMa, HaBe[ieH] B JaHill poOOTi MPHUKIIAAN, MOXKHA 3HAXOAUTH
JIOCTaTHHO XOPOLIl OILIHKM CEepeAHIX 3Ha4YeHb iCTMHHOI perpecii Ha MPOBEACHUX EKCIEPUMEHTAaX, SIKi MOXKHA BMKOPHCTOBYBATH, HANpPUKIAM, MPU
JIIarHOCTYBaHHI Ha paHHIM cTafii moYaTKy emifeMii pisHUX 3aXBOPIOBAHb YM B IHIIMX 33/1a4aX pO3Ii3HABAHHS.

Kurouogi ciioBa: 6aratoBuMipHa perpecis, METo HalMEHINMX KBapaTiB, METOA MiHIMI3aIlii CyMI MOTyITiB, MOJIEIb JIIHIHHOTO TPOrpaMyBaHHS,
CHMILIEKC-METOJI, ONTHMANIbHHI 6a3HucC.
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DATA-DRIVEN NIAXIZ AJIs1 MPOTHO3YBAHHSA MEXI MIITHOCTI KOMITIO3UTIB

CTpiMKHi PO3BHTOK KOMIIO3UTIB BHMAara€ TOYHOTO NPOTHO3YBaHHS iX IPAaHMYHOIO CTaHy 3a yMOB CKJIAAHOTO HABAHTAXCHHS, IO HEMOXIHBO
3a0e3MeUnTH KJIACHYHIMI MEXaHIYHUMH KPUTEPisMH depe3 aHi30TpoIiio i HemiHiifHicTs MaTepianiB. Y poOoti 3amponoHoBaHo data-driven migxix i3
BUKOPUCTAHHSIM MAILIMHHOTO HABYaHHs Ul BU3HAYEHHS IPAHUYHOIO CTaHY KOMIIO3HTIB Ha OCHOBI KOMIIOHEHTIB TeH30pa HampyxeHb. O0’ekToM
JIOCITIJKCHHS € IPOLIECH MALIMHHOTO HaBYaHHSI ULl BU3HAYCHHS IPAHUYHUX CTaHIB KOMIIO3HTIB 3 OZHOCIIPSIMOBAHUM apMyBaHHSAM IPH OaraToBiCHOMY
HaNpy>XeHOMY CTaHi. Byno 3reHepoBaHo 30ajaHCOBaHI CHHTETHYHI BHOIPKHM HaNpyXXEHHX CTaHIB JUI TPHOX KOMIIO3UTHHX CHCTeM. Y paMKax
JIOCITI[DKEHHST peai3oBaHO IEKiTbKa MOJENeil MAIIMHHOTO HABYAHHSI: JIOTICTHYHY perpecito, BumaakoBuii jic (Random Forest) ta Gararomapoy
HepLENTPOHHY HelpoMepeky. [l MOpiBHAHHSA eeKTHBHOCTI OyJIO Tako)X BHUKOPHUCTAHO KJIACHYHY MOJE]Ib BH3HAYEHHS IPAHHUYHOIO CTaHy 3a
kputepieM Miszeca i BOIOKOH ab0 MaTpuii 3 (ikCOBaHHM MOPOTOM €KBiBaJEHTHOIO HANpPy)XKeHHs. Pe3ynpTaTn CBimyaTh, IO MOJENi MAIIMHHOTO
HABYAHHS JOCATAI0Th TOYHOCTI 10 99,9 % Ha TeCTOBUX BHOIpKaX, CYTTEBO MEPEBAKAIOYN KIACHYHMUIT MIAXi/, KU JEMOHCTPYE TOUHICTh O1i3bK0 50 %
y BCixX BUMazKkax. Bisyamizaliis po3moiny rpaHHYHHEX CTaHIB y MPOCTOPi KOMIIOHEHTIB TEH30pa HANPYKEeHb ITOKa3ala CKIaIHy Ta HENHIHHY CTPYKTYpPY
MeXi MIIHOCTI, IO MiATBEPPKYe NOLIBHICTE BUKOpHcTaHHA ML-anroputMmiB. OTpHMaHi pe3yibTaTH IiITBEPDKYIOTh BHCOKY €(EeKTHBHICTH i
HafiiHicTh data-driven migxomy AJs 3a1a4 TEXHIYHOI AIarHOCTHKH KOMITO3UTHHX KOHCTPYKLiil. Po3pobiieHa METo/IMKa € YHIBEpCAIbHOIO Ta MOXKE OyTH
aJlanToBaHa JUIsl PI3HUX TUITIB apPMOBAHMUX MaTepialliB i yMOB HaBaHTa)KeHHs. 3alPONIOHOBAHMH MiXiJ MOKe OYTH 3aCTOCOBaHHMH Y 3a/1adyaX TEXHIYHOT
JIarHOCTUKH KOMITO3UTHHX KOHCTPYKIIN B peaJbHOMY 4Yaci. Po6oTa Takox CTBOPIOE MIAIPYHTS VIS MOAANBIIOTO BIIPOBAKEHHS IHTEPHIPETOBAHHX
Mozenelt i upPOBHUX ABIHHHUKIB y Tamy3i KOMIO3HTHOI MEXaHIKH.
Kuiouosi ciioBa: data-driven mmixiz, KOMIO3UTH, FpaHUYHI CTaHH, HATIPY)KEHHsI, MaIIMHHe HaB4yaHHs, Random Forest, Logistic Regression.

Beryn. Y cydacHoMy CBITI iHXEHepHI Marepiaiiu
MMOBHMHHI BIAMOBIAaTH BCE KOPCTKIIIUM BHMOTaM J0 Mill-
HOCTI, HAJIHHOCTI Ta JOBroBidyHOCTI. KomMmo3uTH, 30kpemMa
BOJIOKHHUCTI mojiiMepHi kommo3utHi Martepiaau (FRC),
3aliMalOTh NPOBIJHE Micle cepel] KOHCTPYKIIHHUX Mare-
piamiB. Ile 3ymoOBIEHO IO€AHAHHSAM BHCOKOI ITHUTOMOI
MIITHOCTI, CTIMKOCTI 0 KOpPO3ii Ta MOMIHUBOCTI CIIPSMO-
BaHOTO MPOEKTyBaHHs BiactuBoctel [1]. Taki maTepiamm
IIMPOKO BUKOPUCTOBYIOTHCS B aBiarii, aBToM0OL1e0yIy-
BaHHI, CyAHOOYIyBaHHI, EHEPTeTUII Ta Oi0MEeTUIHIH 1HXKe-
Hepii [2]. Ilpote, po3mmpeHHS cdep iX 3aCTOCYBaHHS
moTpedye TOYHOTO Ta JOCTOBIPHOTO MPOTHO3YBAHHS MEXI
MIIHOCTI, IO € KPUTHIHO BAXKIMBOIO XapaKTEPUCTUKOIO
TS OIIHKY HAJIHHOCTI Ta 0€3MeKu KOHCTPYKIIIH.

Tpanuiifini miaXxoAw MO OIIHKKM MEXaHIYHUX BJaC-
TUBOCTEHl KOMIIO3WTIB CIHMPAIOThCA HAa aHANITH4YHI abo
HariBeMITIpHYHI MOAEN, sIKi yacTo 06a3yloThCs Ha Tilore-
3aX IPO I30TPONHICTH YW CIPOIIECHE IPEICTABICHHS
a”i3oTpornHoi npupoan komnosuty [3]. Taxi monemi, sk
NPaBWJIO, BUMAraloTh IPOBE/ICHHS BEINKOI KUIbKOCTI (i-
3WYHUX EKCIIEPUMEHTIB I KajuiOpyBaHHsS Ta imeHTHI-

Kalii mapamerpis, 10 € TPYAOMICTKUM, JIOPOTHM 1 oOMe-
KEHHUM y MaciuTabax 3actocyBaHHs. KpiM Toro, B ymoBax
CKJIQJIHUX HaNpYXKEHHX CTaHiB (Hanpukiaa, KomOiHOBa-
HOTO HaBaHTAXXEHHS ab0 M03a0CeBOi Iil CHJI) KJIACHYHI
MOJIETI YacTO IEMOHCTPYIOTh HU3bKY TOYHICTb.

Oxpemy 1po0OsieMy CTaHOBHUTH 3HaYHa BapiaTHBHICTD
MIKPOCTPYKTYpH KOMITO3HTIB, SIKa MOXXe OyTH 3yMOBIICHA
BUIIAJIKOBUM PO3TAIlyBaHHSM BOJIOKOH, JiepekTaMu BUTO-
TOBJICHHSI, HEOHOPIAHICTIO MaTpuli Tomo [4]. Taki dak-
TOPH CYTTEBO BIUIMBAIOTH HA JOKAJIbHI MEXaHIUHI BJIACcTH-
BOCTi, ajlé BaXXKO IMiAIOTECS NPSMOMY aHATITHIHOMY
omucy. Y IbOMY KOHTEKCTI 0COOJIMBOI yBarm 3aciyroBY-
foTh data-driven mMeTomu, 1110 103BOJISIOTH ONPAIbOBYBATH
BEJINKI MacHBH YHUCEIBHUX 200 €KCIEepHUMEHTAIbHUX Ja-
HUX 0e3 HeoOXimHOCTI (OPMYNIOBaHHS SBHOI KOHCTHUTY-
THBHOT MoJien Marepiany [5].

Iosa xoHuenuii data-driven computational me-
chanics, 3amouarkosanoi Kirchdoerfer i Ortiz, Binkpuna
HOBY HapajgurMy B OOYMCIIIOBIBHIH MEXaHIIl TBEpAOTro
Tina [6]. B i pamkax MaTepiaibHi PIBHSHHS 3aMiHIOIOTCS
0a3010 JaHUX HaNpyXeHO-Ie(OPMOBAHUX CTaHIB, a
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PO3B’sI3aHHS 3a/adyi 3BOJUTHCS N0 TOIIYKY HaWOIMK4doi
TOYKH B I[bOMY JaTaceTi. Takuil miaxin IeMOHCTpPY€e BH-
COKY TOYHICTH Ta y3arajbHEHICTh, 0COOJIHMBO y BHITAAKAX,
KOJIM KJIACWYHI MiAXOIW 3a3HAIOTh HeBaadi. 1 xoua data-
driven migxoau yCHiIIHO BHKOPHCTOBYHOTHCS AJIS MOJE-
JIFOBaHHS NPYXHUX, B’S3KOIUIACTUYHUX Ta TPUBKUX Mare-
piamiB, iX 3acTocyBaHHS MJISl NPSMOTO IPOTHO3YBAaHHS
MEXI1 MII[HOCTI KOMIIO3UTIB IOKH 3aJIMIIACTLCI OOMEKe-
HUM 1 pparMeHTapHUM.

OKpeMHM HanpsIMOM, SIKHH aKTUBHO PO3BHUBAETHCS, €
MTOE€HAHHS MIKPOMEXaHIYHOTO aHaNi3y (HAIpWKIam, Me-
TOJ KiHIIEBUX €JIEMEHTIB I MPEICTaBHUIBKOI 00’ eMHOT
KOMIpKH) i3 METOJaMH MAIIUHHOTO HaBUaHHsI. Takwit
cnM0i03 TO3BOJISIE CTBOPIOBATH BHCOKOTOYHI 0a3n NaHMUX,
10 BPaxOBYIOTh pealilbHy Te€OMEeTpito if MeXaHiKy BOJIOKOH
1 MaTpuIli, Ta 3roJ0M BUKOPUCTOBYBATH iX U TPEHYBaHHS
nporHo3Hoi Mojeni. Lle ocobnuBo akTyaibHO JUIA 3ajad,
OB’ SI3aHUX 3 HEOJHOPIAHUMH 200 CIIPSIMOBAaHUMHU KOMIIO-
3UTaMU, € KJIACHYHI IMIXOMMA IO OL[HKH MII[HOCTI BUSB-
JISIFOTHCS HEIOCTAaTHBO THYYKHMH 200 TOYHUMH.

BonHouac, He3Bakaloun Ha YMCIICHHI CIPOOH 3aCTO-
CyBaHHS MAIIMHHOTO HaBYaHHS [7] /Ui MPOTHO3YBaHHSA
BJIACTHBOCTEH KOMIIO3HTIB, IsI TEMaTHKa 3aJIUIIAETHCS
BIIKPHUTOI. 30KpeMa, MexKa MIIHOCTI K KaTeropis «rio-
PUAHOTO TOPOTY» (MK HPYXHUM 1 PYHHIBHHUM CTaHOM)
IOCI HEJAOCTaTHbO JOcCiifukeHa 3 mno3uuiii data-driven
migxony. BimbImicTe HasBHUX POOIT 30CepeXyIOThCS Ha
OINHIII MO/ TPYKHOCTI, CTUCKAJILHOI a00 TUHAMIYHOT
MIITHOCTi, aji¢ irHOPYIOTh JAETalbHy OaraTOBUMIpHY pe-
KOHCTPYKIIiI0 TPaHUYHOTO CTaHy B KOOpJHMHATax Harpy-
*eHb. ToMy, BUHHMKae morpeba y HOBHX HiJIxonax, siki O
MOE/IHYBAJIH:

e MiKpOMeXaHIYHE MOJIC/IIOBAHHS Ha PIBHI Ipe-
CTaBHHUIIBKOTO €JIEMEHTY;

e aBTOMAaTW30BaHy TEHEpPAIlil0 JaTaceTiB TpaHUY-
HUX CTaHIB 32 Pi3HUX CIICHAPIIB HABaHTaKCHHS,

® CTBOPEHHS IIPOTHOCTHYHOI MOJENi 3 BHKOpHUC-
TaHHSIM cydacHuX ML-meroniB, 3 MOJANBIIOK Bi3yalisa-
i€t i IHTEepIpeTaliero MeXi MIIIHOCTI.

TakuMm YHHOM, ICHye MOTpeda B KOMIUICKCHOMY
MiAXO0/I 0 MPOTHO3YBAHHS MEXi MIIHOCTI KOMITIO3UTHHUX
MarepiaiiB, 3aCHOBAaHOMY Ha IO€IHAHHI MIKpOMeXaHi4-
HOTO aHai3y Ta IHCTPYMEHTIB MaIIMHHOTO HaBYaHHS.
OtpuMaHi pe3yNbTaTd MaTUMYTh MOTEHINAT IS Tpak-
TUYHOTO 3aCTOCYBAaHHS B CHCTEMax iHXEHEPHOI'O NPOEK-
TyBaHHs, ABTOMAaTH30BAaHOTO TECTYBaHHS HOBUX Mare-
piamiB Ta po3poOku 1U(POBUX IBIHHUKIB CKIIaJHUX
KOMITO3UTHHX CTPYKTYp. TOMy 1OCHiDKEHHS, IPUCBSYEHI
pO3po01Li iHTENEeKTyaIbHIX METOJIB aHaNi3y TPaHUYHOTO
CTaHy KOMIIO3UTIB, € aKTyaJIbHUMH, OCKLIIbKA BOHU CIpPH-
SIOTH MMiIBUIIEHHIO HAAIHHOCTI Ta €(peKTUBHOCTI CydacHUX
THKEHEPHUX KOHCTPYKIIiH.

AHaJi3 JiTepaTypHHUX JaHUX i MOCTaHOBKA NMPoo-
Jemu. [IpoTarom octaHHIX pOKiB 3HAYHO 3pic iHTEpeC 10
3aCTOCYBAaHHS METO/IiB MAIIMHHOTO HABYAHHS JIJIsl IPOTHO-
3yBaHHS MEXaHIYHMX BIACTHBOCTEH KOMIIO3UTHUX MaTepi-
aimiB. ABTopu B poborax [8, 9] akueHTylOTh yBary Ha
MOTeHLiaJli MAIIMHHOTO HaBYaHHS JUIS MOKPALIeHHsS TOY-
HOCTI MOJICJIOBAHHS Ta 3HIDKCHHS 3aJIe)KHOCTI Bij emmi-
puuHEX Mojeeil. 3okpema, B [9] 3acrocoBano data-driven

MiIXia A7 To0yIOBH TOBEPXHI TEKYYOCTi BOJOKHHUCTHUX
KOMIIO3UTIB, 3aMiHIOIOYHM TPaIUIliifHI aHAMITHYHI QyHKIIIT
Ha JWCKPETHI HAaOOpW HaHWX 3 YHCEeNbHOTo aHamzy. Lli
MiAXOAM € TEPCHEKTUBHUMH, NPOTE 3aIHIIAIOTHCS
TEOPETHYHO OPIEHTOBAHUMH 1 HE JEMOHCTPYIOTH IIOBHOTO
IUKJTY MOJICITIOBAHHS — BiJl JAHUX JIO PIlIICHHS. Txwiit min-
XiJ BapTo OyJI0 O JOMOBHHUTH MPUKIAIHOI0 YaCTHHOIO.

Hesxi mocminHuky moeanyoTs deep learning 3 mik-
poMexaHiyHUMHU Mojensamu. Tak, B crtarti [10] 3amporo-
HOBaHO (peiiMBOpPK ITMOOKOro HaBUaHHS IS mependa-
YEeHHS HAIPYKCHb Yy TETCPOTCHHHUX CEPEIOBHIIAX, a B
nmociimkerHi [11] peamizoBaHo iHTeNeKTyalbHY OaraTo-
MacmTabHy CUMYIIALII0 KOMITO3UTiB. Lle moTyxHi MeToaH,
OJTHaK BOHHM ITepeA0avaroTh HasIBHICTH IIOBHOI CTPYKTYPHOT
iH(pOpMarii Ta BUCOKI 0OYHMCITIOBANEHI BUTPATH.

3HauHa YacTWHA JIOCITIIHKEHb IPHCBAYEHa mependa-
YEHHIO MIIJHOCTI TOJIIMEPHUX KOMIIO3HTIB, apMOBAaHUX
BYIJICIIEBUMH BOJIOKHAMH 4M HAaHOTPYOKaMu. ABTOpPH po-
6otu [12] BukopuctoBytoTh ML 115t OIliHKH BIacTUBOCTEH
KapOOHOBUX KOMIIO3MTIB, a B [13] HOCHIKYIOTh BILIMB
HAHOTPYOOK Ha MIIHICTh KoMmo3uTy. Lli poboTu Qokycy-
I0ThCS TIEPEBAKHO HA PETrpeciifHNX MOAENSAX Ta HPOTHO-
3yBaHHI OJHOTO IapamMeTpa, TOZl SIK ITHOPYETHCS 3aaava
kiacuikamii TpaHUIHOTO CTaHY, M0 € KPUTHIHILITNM JIJIs
3a7a4 TEXHITHOT'O MOHITOPHHTY.

V crarri [14] 3actocoBano SHAP mns iHTepmperartii
MoOJIeNi, o repeadavyae MilHICTh OETOHIB, IEMOHCTPYIOUH
MOXIIMBICTh TOEIHAHHS NPOTHOCTHYHOI 3JaTHOCTI 3
IHTEpIIPEeTOBaHICTIO pe3ynbTaTiB. Lle crnpaBai BaxkIuBHA
HAINpsSIMOK, IO PO3IJBIIAEThCS SK MEPCHEKTUBHE PO3ILIU-
PEHHS JaHOTO JOCIKCHHS.

VY pobotax [15, 16] mpoBenu cucTeMaTH4YHI OTJISAIN
3actocyBanHs ML y OyzmiBenbHHX MartepiaiaX, BKIIHOYA-
I0YH BOJIOKHHCTI KOMITO3UTH Ta apMoBaHi OeToHH. BoHn
JIEMOHCTPYIOTh MIHPOKe po3maitTss moxaenei (RF, SVM,
ANN) i iXHIO e(eKTHBHICTH y TPOTHO3YBaHHI MEXaHITHUX
XapaKTepUCTHK. BiTbIIicTs pobiT y IUX OTIIIIax 30Cepes-
JKeHiI Ha OeTOHaX, TOMi SK IHIIUM MarepiajaMm He TIPHIi-
JICHO JOCTaTHBO yBaru.

Hesiki pobortn, Ha kwmtant [17], cnpsmoBaHi Ha
aBTOMATH3alil0 Ta KOHTPOJb SKOCTI Yy BHPOOHHUITBI
KoMIo3uTiB. Lle miHHUI HAMPSIMOK, OJHAK BiH CTOCYETHCS
MEPEeBaXHO BUPOOHUYOT (ha3u, TOI K MPEACTABICHE B ITii
poOOTi MOCHIPKEHHS Ma€e Ha MeTi eKCIUTyaTalliiHui
MOHITOPUHT. Y po0oTi [18] mpencraBieHa MOMXIUBICTH
onTuMizanii apMyBaHHS 3a JOINOMOIOI0 MoOJeNel MTyd-
HOToO iHTeNeKTy. Lle € cyMibKHMM MiaXoaoMm, ajne 3 iHIIUM
NPaKTHYHAM (POKYCOM — OINTHMI3alis KOHCTPYKIIi, a He
OlliHKa rpaHU4HOrO cTany. Y [19] aBTopu po3poduiu rim-
00Ky HEHpOHHY MEpexy IUIsl aHajli3y YAapHUX IOLIKOJ-
JKEeHb y KOMIO3MTaX. IXHill MifXiA BMMAarae CeHCOpPHHX
JIAHUX, [I0 MOXKE CYTTEBO YCKJIATHIOBATH 3aBaHHS.

Y [20, 21] 3acrocoBaHO HEHPOHHI Mepexi aist
MIPOTHO3YBaHHS MIITHOCTI O€TOHY pi3HOTrOo ckiamy. He3Ba-
)KalUM Ha PI3HMII0 B MaTepianax, kouueniis data-driven
MPOTHO3YBaHHS MIITHOCTI € criibHOI0. E(hekTHBHICTD 1THX
MeToliB Oe33amepedHa, OJHAK y BHINAJAKY CKJIQIHIMINX
KOMITO3MTIB BUHUKA€E 1MOTpeda B 0COOIMBOMY MiJXOMIl JIO
Kiacudikamii.

Pesynbratn nocmimkens [22, 23] moBonsth edek-
TUBHICTh HENiHIHUX anroputMiB (30kpema SVM Ta
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XGBoost) y mporao3yBaHHi XapaKTEPHCTUK TEOIMOIiMep-
Horo OeToHy. lle miaTBepmKy€e MOUITBHICTh 3aCTOCYBaHHS
HENiHIHHIX MOJIeNeH 1 y BHITaJKy IPEACTaBICHOTO TOCTiI-
xeHus. Y [24] sukopucrano Random Forest mist ominku
MIITHOCTI 6a3aJIbTOBOTO OETOHY, IO CXOXKE 32 CTPYKTYPOIO
Ha oxuH 3 MmarepianiB (Basalt/PP), o mocmimkeno B i
pobori. B nkoMy mocinimkeHHs Takoxk 3actocoBaHo RF sk
OJIHY 3 HallcTaOLIBHIIINX MOAENeH y KOHTEKCTI Kiacudi-
Kalil rpaHUYHOTO CTaHy KOMIIO3UTIB.

[poananizoBani B mpoMy orisai mxepena [8—24]
MiATBEPIKYIOTh BHCOKY €(DEeKTHBHICTh METOJIB MAIIHH-
HOTO HaBYaHHS Ta data-driven migxomiB y MpOrHO3yBaHHI
MEXaHIYHUX BJACTUBOCTEH KOMIIO3UTHUX Martepialis.
I[IpoTe € HU3KA HE3aMOBHEHHUX HII:

e HEIOCTaTHE BHKOPHCTAHHS EKCIIEPHMEHTAJIBHO-
YHCeNbHUX JaHUX (0COOMMBO 3 MikpoMmexaHigHOrOo FEM-
aHaJli3y) K BXinHUX Aanux ais ML-mozenei;

e Mayo JOCIHiJKEeHb, CIPIMOBAaHUX CaMe Ha Mpor-
HO3YBaHHS MeX1 MIIHOCTI, Ha BiAMiHYy BiJ OLIbII moIy-
JISIPHOT TEMU CTUCKAJIbHOT MILTHOCTI YK MOJTYJISI IPY>KHOCTI;

e HejoCTaTHBO PoOiIT, 1o NoenHyTsh FEM-cumy-
msiuii 3 ML B pamkax enunoi data pipeline, i3 noganpiioro
100yJOBOIO IHTEPIPETOBAHUX MOJCICH;

e OoOMEKeHa yBara JI0 HaIllpsIMHOI 3aJIeKHOCTI Mill-
HOCTI (aHI30TpOIIisA), OCOONUBO y BOJOKHUCTHX KOMIIO-
3UTaX.

Mera Ta 3agaui gocaimxeHHs. MeToio poOOTH €
po3poOka data-driven migxoay M0 MPOrHO3YBaHHS Tpa-
HUYHOTO CTaHy KOMIIO3UTHHX MarepiajliB Ha OCHOBI
KOMITOHEHTIB TE€H30pa HalpyxeHsb. Lle 1acTh MOKIUBICTH
3ailficHIOBaTH Oe3pyHHIBHY JIarHOCTUKY KOHCTPYKLIiH,
OIepaTHBHO OIHIOBATH 3aJIMIIKOBHIA pecypc MaTepiais, a
TaKOXX IHTErpyBaTH MOJETI Yy CHCTEMH OHJIAaHH-MOHITO-
pUHTY Ta TU(PPOBI IBIHHUKHN IHKCHEPHHUX 00’ €KTIB.

Juis mocsTHeHHsT MeTH Oyiu IMOCTaBJICHI HACTYITHI
3aaui:

e 100yQyBaTH Ta NPOTECTYBAaTH KiJlbka MoJeJei
MammaHoro Hasuanus (Logistic Regression, Random
Forest, MLP) mns 3anaui kinacudikariii rpaHUYHOTO CTaHy,
MOPIBHSABINK X TOYHICTh 13 KJIACHYHUM KPUTEPIEM Mill-
HocTi hoH-Mi3eca;

e [poaHaNi3yBaTH e(EKTUBHICTH MOJIEIIEH 3a JONO0-
Moroto rpadiuHoi Bizyaizauii (2D-npoexii, rictorpamu,
MOPIBHSHHS TOYHOCTI), BUSBUTH MEXIi 3aCTOCYBaHHS KJa-
cuunmx i data-driven meromiB Ta OOIpYHTYBATH JOIiJIb-
HicTh BUKOpUCTaHHS ML 17151 IpOTHO3YBaHHS IPaHUYHOTO
CTaHy KOMIIO3UTIB.

Marepianu Ta Meronu nociipkeHb. O0’€KTOM J10-
CJIIZPKEHHS € 3aCTOCYBAaHHs METOJIIB MAIIMHHOTO HABYaHHS

JUIl BU3HAYEHHS TPAHNYHUX CTAaHIB OJHOCHPSMOBaHHX
KOMIIO3UTIB TiJ OaraToBiCHUM HAampy»XeHHAM. AHai3
OXOIUTIOE TPH TIOIIUPEHi B aBiamiiHil, OynmiBenpHIA Ta
TpaHCHOPTHIA  Tamy3sx Marepiamn:  Carbon/Epoxy,
Glass/Polyester i Basalt/PP.

OcHOBHa TinoTe3a MOJsArae B TOMY, L0 T'PaHUYHUH
CTaH KOMITO3UTY MOKHAa TOYHO BH3HAYaTH 3a JIOIOMOTOI0
MoJieJied MallMHHOTO HaBYaHHS, SKi BHKOPHUCTOBYIOTH
KOMITOHEHTH TE€H30pa Halpy>KeHb SIK BXiHI MapameTpu.

[epenbavaeTbest i€adbHO OJHOCIIPSIMOBAHE apMy-
BaHH, NITHIpUIHA (popMa BOIIOKOH i BioMuii a6o po3pa-
XOBaHUI HaNpyKEHUH CTaH Marepiany, IepeKTH Ta
Mix}a3Hi HEOJHOPITHOCTI HE BPaXxOBYIOTHCS.

Po3rsaHyTI TpH THIIM BOJIOKHUCTHX MOTIMEPHUX KOM-
MO3UTIB, IO HIMPOKO 3aCTOCOBYIOTHCS Y BHCOKOTEXHO-
noriyHux cdepax. BoHU pi3HATHCS BIACTHBOCTSAMH BOJIO-
KOH 1 MaTpHIb, IO Ja€ 3MOTY IOPIBHATH MOBEMIHKY SIK
BHUCOKOMOJYJIbHHX, TaK 1 OUIBII IUIACTHYHUX CHUCTEM IIiJ|
0araToBiCHMM HaBaHTa)KCHHSM.

MexaHi4HI TapaMeTpH BOJIOKOH 1 MaTPHIb, HAaBEICHI
B Tabi. 1, BUKOPHCTOBYIOThCA SIK BUXIZHI MapaMeTpu Ui
reHepauii HanpyXeHuX craHiB y moneni. Lli xapakre-
PHCTHKH BpPaxOBYIOTBCS IiJ 4ac MOOYJOBM T'paHHIHOL
YMOBH — YMOBHOI M€XIi MIITHOCTI KOMITO3HTY, SIKa CIYTye
I[ITLOBOIO 03HAKOI0 y MOJIeNTi Kiiacuikarrii.

Komnosur Carbon/Epoxy € omHuM i3 HaiOiLIbmI
PO3IOBCIOKCHUX MaTepialiB Y KOHCTPYKIIAX JITaTbHUX
amapariB Ta JIETKMX HECY4YHMX eJeMeHTIB. Byrienesi
BOJIOKHA  XapaKTEePU3YIOThCS HAJ3BHYAHO BUCOKHM
Moxynem mpyxHocti (230 I'Tla) Ta 3HaYHOIO MIIHICTIO
(~1000 MIla) 3a opmHOYAacHO HHU3BKOrO KoedilieHTa
ITyaccona (0,20), mo 3yMOBIIIOE IXHIO BHCOKY edek-
TUBHICTh y HampsMKy apMyBaHHS. EnokcumHa marpwi,
MOTIPH BiTHOCHO HeBenwKy MinHicTs (80 MIla), 3a0e3-
neyye HaJiiiHe 34erUieHHs 3 BOJIOKHAMHU Ta XapakTepH-
3YETHCS BUCOKOIO TEPMOCTIHKICTIO.

Komnosut Glass/Polyester BUpI3HAETBCS KpaIIOIO
130TPOIHICTIO BIIACTHBOCTEH 1 MIHPOKO 3aCTOCOBYETHCS Y
OymiBHHITBI, TpPyOONPOBITHUX CHCTEMaX, MaHEITHHHUX
KOHCTPYKIISX Ta €JIEMEHTaX aBTOMOOUILHOI IPOMHC-
noBocTi. CKIIsSTHE BOJIOKHO Ma€ HHXXYHUH MOJTYJIb ITPY>KHOCTI
(72 T'lla), npoTe XapaKTepU3yEThCS MiJABHIICHOK 3/1aT-
HICTIO 10 1ehopMaIlii Ta TOBOJIi BUCOKOIO MEXKEIO MIITHOCTI
(1500 MITa).

ITomiectepoBa MaTpulsg 3abe3nedye 100py 3MoUuyBa-
HICTB BOJIOKOH 1 CIIpHsI€ IBUAKOMY (POPMYBaHHIO BUPOOiB,
xoua ii MexaHiuHa minHicTs (50 MIla) € HIXUIOIO TTOPiB-
HSTHO 3 €IIOKCHTHOIO MaTPHIICIO.

Tabmuis 1 — MexaHivHi XapaKTEepUCTHKU PO3TISIHYTHX KOMIIO3UTIB

M i E M inHi .

Kowmnosutna cucrema | Komnonent Onye r;pg:mocn ’ e)::fe‘eBii l\;/llLll_[H;c“ Koedimient [Tyaccona v

BonokHo 230.0 1000 0.20
Carbon/Epoxy

Marpuus 3.0 80 0.35

Bouoksao 72.0 1500 0.22
Glass/Polyester

Marpuus 25 50 0.34

BoiokHo 89.0 1200 0.25
Basalt/PP

Marpuis 13 30 0.42
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Komnosur Basalt/Polypropylene, yrBopernii moen-
HaHHAM 0a3aJbTOBOTO BOJOKHA Ta IIONIMIPOMiIEHOBOT
MaTpulli, pO3rIIANAETHCS SK MEPCIIEKTUBHUI MaTepian s
JIETKUX, HEAOPOTUX 1 BOJAOCTIMKMX KOHCTpYKLi. ba3ais-
TOBE BOJIOKHO € NPHUPOJHUM MiHEpAIILHUM MarepialoM i
XapaKTepU3y€eThCs 30aTaHCOBAHUM CITiBBiTHOIICHHSIM MiXK
MozyneM npysxkHocti (89 I'Tla) Ta minmicTro (1200 MIla), a
TaKOX KPaliolo TEPMOCTIHKICTIO MOPIBHSIHO 31 CKJIOBOJIOK-
HoM. [lominpomineH, IO BHCTYHAae TEPMOILUIACTUYHOIO
MaTpuler, 3abe3nedye THYYKICTh, BHCOKY TEXHOJIOTiY-
HICTh IepepoOKH Ta yAapHY B’ A3KIiCTb, IPOTE Ma€ HAWHIK-
4i 3HaueHHs Moy (1,3 I'Tla) ta mexi minHOCTI (30 MITa)
cepel] PO3TITHYTHX CHCTEM.

JJIst KOXKHOI 3 PO3TIIHYTHX CHUCTEM IIepen0adaeTbes
OJHOCHPSIMOBaHE apMYBaHHS, IIPH IKOMY BOJIOKHA MOXKYTb
MaTH SIK peryisipHe (igealli3oBaHe) pO3TallyBaHHA, Tak i
BUIIAJIKOBY CTPYKTYPY 3 JOMIHYIOUHUM HarpsMKOM Opi€H-
tauii. Taka MozenbpHA cxeMa Ja€e 3MOTy HaOJIM3UTH YMOBH
CUMYJISILIT 10 peaNbHUX IH)XKEHePHUX KOoHQirypamiil. 3
oSy Ha OOMEXEHWH IOCTYH A0 BEJIIMKHUX MAacHBIB
eKCIIEPUMEHTAJIbHUX JaHUX, CHHTETUYHI HaOOpH AaHUX
IUIsL HABYaHHS MPOTHOCTHYHUX MoJeieil Oyau OTpHMaHi
LUIIXOM YMOBHOTO MOJICIIIOBAHHS HAINPY)XCHUX CTAaHIB Ta
BH3HAYCHHS BiNOBITHUX I'PaHIYHUX YMOB. BXimHi 03HaKH
(features) — me mICThP KOMIOHEHT TEH30pa HAIMPYXEHb Y
3D-nocranoBui: o O, — HOPMaJbHI HalpyXEHHS

(MPa), ¢

Buxigna 3miHHa (IHOIMKAarop TpPaHUYHOTO CTaHy) Y

x’o-y’ z

T 7,, — JOoTHuHi HampyxeHHa (MPa).

xy ! yz ! Xz
JOPIBHIOE 1, SIKIIIO MaTepiall MepexouTh MeXY MIITHOCTI, 1
0 — sK1I0 HATPY>KEHUH cTaH € nomycTuMuM. KoxHuii Habip
nmaanx Mictutb 20 000 3paskiB.

Jnist Kpaioro po3yMiHHSI CTPYKTYPH BXiJTHHUX JAaHHX
Ta igeHTHOiKalil TpaHMYHUX YMOB OYJIO BHKOHAHO
Bi3yaJIbHUIl aHaJli3 3aJeKHOCTI 1HIUKATOpPa T'PAHUIHOIO

CTaHy J BiJ KOMIIOHEHT TE€H30pa HalpyXeHb. 3 L€ Me-

TOIO TIOOYZOBaHO cepito 2D-Tpoekiit sKi BiZoOpaxkaroTh
PO3HOALT TPAaHUYHUX CTAaHIB 32 Pi3HUX 3HAYCHb OKPEMHUX
KOMIIOHEHT TEH30pa, 13 3aCTOCYBAaHHSIM KOJBOPOBOTO KO-
JyBaHHS 3MIiHHOT

VA= {0 (;(OHyCTI/IMI/U?'I),l (rpaHHHHHﬁ)}.

Ha puc. 1-3 HaBepeHO THNOBI 3pi3u y IUIONIMHAX

O, — 0y, O =T, , T, —7, TOUIO.

Hdnst xomnosuty Carbon/EpoXy rpaHu4Hi CcTaHH
CKOHIICHTPOBaHI Ha BCiX rpadikax y BEpXHIX NpaBUX
KBaJIpaHTaXx, 10 BKa3ye Ha MepeBakaHHs pyHHYBaHHS MPH

BHCOKHX 3HAYCHHSX OCHOBUX HANpyxeHb (o,, o,) Ta
KOHTaKTHUX 3CYBiB (7, ).

Ile y3romKyeThCsi 3 aHI30TPONHOK MPUPOIOIO
BYTJICLIEBOTO BOJIOKHA, SKE XapaKTEPHU3YETHCS BHCOKOIO
MIIHICTIO B3/IOBXK HANPSMKY apMyBaHHS Ta 3HIKCHOIO
CTIMKICTIO 32 0araToBICHMX KOMOIHALIIM HABAHTAXKEHHS, JI€
ICTOTHY POJIb BiZlIrpatoOTh CIa0IIi MIXXBOJIOKOHHI 3B’SI3KH.

Ha npoexuii o, —0, CHOCTEpIraeTbcsi BUpPa3HE BiAfi-

JICHHA KJIACIB, 110 MiATBEPKYE KOPEKTHICTH 3aCTOCYBAHHS
eKBIBaJICHTHOI HaNpyru O,, SK IPaHUYHOrO ITOKa3HHWKa

JJIA OIIiHIOBaHHH HaMpyKCHOI'0 CTaHy MaTepiany.
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Puc. 1. Po3monin rpaHUYHUX CTaHIB JUIS Pi3HUX 3HAYCHB
KOMITIOHCHTIB TCH30pa HANPYKEHb 1T KOMIIO3UTY
Carbon/Epoxy: a — st IIOIKHE &, — oy
6 — 1S WIOWMHY O, — O, 6 — JUIA INIOIMHN O — T, ;
2— IUisl IIOWMHKA O — 7,5 O — IUIsl IVIOWHMHH T, — T, ;
e — JUIsl INIOLIMHA O, — O
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>
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0
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| ] 750 4+
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Puc. 2. Po3monin rpaHUYHUX CTaHIB VIS Pi3HAX 3HAUYEHD
KOMITOHEHTIB TEH30pa HAIPY)XCHb IS KOMITO3UTY

Glass/Polyester: @ — pns nnonwmnn o, — o, ;

6 — sl NVIOWMHK O — 0,5 6 — JUIsl IVIOIHHK Oy — T3

2~ Ui WIOWMHU O — 7, ; O — JUIs IUIOWMHN T, — T, ;

e — 1715 IIOIUHU O, — O,
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Ie Bka3zye Ha MEHII Pi3KO OKPECIICHY MEXY MIITHOCTI
Ta MiACWICHWH BIUIMB YCiX KOMIOHEHT TEH30pa Hampy-
KCHb, III0 € TUIOBUM /s Oi7bII piBHOMIPHO apMOBaHHUX
abo MeHII >xopcTKUX kommo3uriB. Ha rpadixky o, — o,

CHOCTEPIraeThesl MUPIIMK PO3KHUJ YEPBOHHUX TOYOK, IO
YCKIIaIHIOE KITacH(piKaIiio 3a IPOCTUMH KPHUTEPisIMH Ta
OJTATKOBO IITBEPIKYE OOTPYHTOBAHICTH BUKOPHUCTAHHS
HETHIHHIX MOJIENCH.

Ins xommozuty Basalt/Polypropylene xapakrepumuit
e BHIIHMN CTYHiHb NEPEeKpUTTS MK Kimacamu y =0 Ta

x =1. 'paHnM4HI CTaHW PO3TAIIOBAaHI MCHII KOMIIAKTHO,

110 CBITYMTH PO MEHII BUPA)KEHY I'PAaHUYHY IIOBEPXHIO Ta
HMOBIpHY 3aJIe)KHICTb BiJl TOE€JHAHHS KiJIBKOX KOMIIOHEHT
HaTpy>KeHHS OJHOYACHO, a He JOMiHYBaHHS OJHi€l 3 HUX.
3a TakMx yMOB 3a/ladya MOJETIOBAHHS YCKJIAQITHIOETHCS,
OCKIJIBKHM KJTaCHYHA MOJENb HE 3/1aTHA YiTKO BH3HAUUTH
moporoBuii craH. Hatomicte ML-Mozmeni JeMOHCTPYIOTH
3HAYHO Kpallly 34aTHICTh 10 alpOKCUMAIIil TaKoi CKJIaJHO]
CTPYKTYpH.

OX VG GV

200

(174

100
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100 200
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Puc. 3. Po3nonin rpaHUYHAX CTaHIB IS Pi3HUX 3HAUYEHb
KOMIIOHEHTIB TeH30pa HaIpyXeHb JUIs KOMIIo3uTy Basalt/PP:
a — [l IWIOLHUHN &, — o ; 6 — JUlsl IUIOLMHA Oy — 0, ;

6 — UL IUNIOIMWHU O, — Txy y @ — JJIA IIIOIMHA O'y - Txy )

0 — ISl TUTOLMHHI Ty — Ty, ; € — UL IUIOLWHK O, — O,

i
Y mpoMy foCTiIKeHHI TPOBEACHO MOPIBHIHHS TAKHX
MOJEIICH:
1. Kpurepiii pon-Mizeca [25] — pedepeHTHa MOETH,
sKa OLIHIOE TPaHMYHHMH CTaH Marepialy 3a 3HauYCHHSIM
€KBIBAJICHTHOTO HanpyxeHHs (poH-Mizeca:

l 2 2 2
(o, -0,) +(0,—-0,) +(0, -0

o, = 2(( X y) ( y z) ( z x) . (1)
+3(rfy + rf,z + rfz )

Tomi y =1, sxmio:

O 2Min(e],o7). 2

Mogenb Mae pocTy CTPYKTYpy Ta 3pydHa AJIsI IHTep-
IpeTarii, mpoTe He BPaXOBYE aHI30TPOITHUX BIACTUBOCTEH
KOMIIO3UTHOTO MaTepialy Ta irHOpye HampsM Iil Hampy-
JKeHb. TOMY CIIy)KHTh JHIIe SK 0a30BHH IOpPiBHAIHHHUN
KpHTEpiil.

2. Logistic Regression [26] — maTemMaTHuHa MOJEIIb,
sIKa OIIHIOE IMOBIPHICTh HAJCKHOCTI Kiacy y =1 sk:

1

P(X = 1| X) = l+ ef(/fo‘r/’)l”x*-"*ﬂﬁrﬂ) '

©)

Hannii MeTox € TiHIMHAM Kiacu(ikaTopoM, SKUH
Jo0pe TpaIlioe IPH IPOCTOMY PO3IiNIeHHI KiaciB. Bin OyB
o0OpaHnuii sk pepepertHna ML-Mozens 3 BHCOKOIO iHTEpIIpe-
TOBAHICTIO.

3. Random Forest Classifier [27] — ancamGneBa mMo-
JIelTb, O (opMy€e IPOrHO3 LIJISIXOM arperyBaHHs pe3yJib-
TaTIiB BEJIUKOI KIJIBKOCTI JepeB pitneHs (decision trees), me
MiJICYMKOBHI KJIaC BU3HAYAETHCS 3a IMPHUHIIUIIOM OiJib-
IOCTI TOJIOCIB:

x =mode[T; (X), T, (X),... T, (X)]- (4)

L1 Monenb XapaKTepU3YEThCS BUCOKOK e(eKTUB-
HiCTIO Ha BUOIpKax i3 HEJMIHIHHMUMHU Ta GaraTOBUMipHUMH
3aJIe)KHOCTSIMHU, JICMOHCTPYE CTIHKICTh /10 NEepEHaBYAHHS
Ta 3a0e3reuye MOXKJIMBICTb IPOBOIUTH aHAIII3 BaXKJIIMBOCTI
o3Hak (feature importance).

4. MLP (Multilayer Perceptron Neural Network) [28]
— Il HeipOHHA Meperka NPSMOro MNOUIMPEHHS, 10 alpoK-
CHUMYE CKJIaIHI HeMiHiiHI QyHKIii. Buxin HelipoHHOT Mepe-
i MO>KHA BUPA3UTH HACTYITHUM PiBHSIHHSIM:

x=f(X)=o(W,*ReLU(W. X +b,) +1,), (®)

ne W — matpuiri Bar;

0 — curMoinHa GHyHKIIiS;

RelLU — ¢ynkiist aktuBariii.

MLP BHKOPUCTOBYETHCS TSI MOJEITIOBAHHS CKJIATHOT
MOBEIIHKH KOMITO3UTY, 3 YpaXyBaHHSIM B3a€MOJIii HAIPy-
JKCHb.

Hust peamizanii data-driven migxoay 3 BHKOpHC-
TaHHSIM MOJEJIeH MAaIIMHHOTO HaBYaHHS CTBOpEHi 30a-
JIAHCOBaHI CHMHTETHYHI BUOIPKM T'PaHWYHUX CTaHIB IS
TPHOX THIIB KOMIO3WTHUX MatepianiB (Carbon/Epoxy,
Glass/Polyester, Basalt/PP) npu HaBaHTa)X€HHI NIECTHKO-
OpJVHATHUMHU HanpyXeHHsAMH. 1 3HAXOIKEHHS rpa-
HUYHUX CTaHIB OJHOCIPSIMOBAHE apMOBAaHHX KOMITO3UTIB
BUKOPHCTaHE YMOBHE MOJICIIIOBAHHS HANPYKEHHUX CTaHIB.
MexaHiuHi mapaMeTpyd BOJOKOH Ta MATPHUIb I TPHOX
THUITIB KOMIIO3UTHUX MaTepiajiiB nmojaHo y Tadu. 1. 3a3Ha-
YeHI XapaKTePUCTUKU CIYTYIOTh 0a30BUMHU BUXIJTHUMHU
JTAHFIMU JIJIS TeHepallii Halpy>KeHUX CTaHIB y MOJICIII.

IloOynoBa Mopesneldi MAIIMHHOTO HABYAHHS Ta
nmepeBipka ix To4yHocTi. g 3amadi MpOrHO3yBaHHS
TPaHUIHOTO CTaHy KOMITO3UTHUX MaTepialliB po3poOIIeHO i
HaBYEHO TPU MOJENi Ha OCHOBI KiacuQikaTopiB: JoOTic-
tnaHOi perpecii (LR), Bumaakosoro micy (RF) ta 6araro-
mapoBoi HerpoHnHoi Mepexi (MLP). BxigauMu manuMu €
IIiCTh KOMIIOHEHTIB TEH30pa Hampyxews (o,, o,, O

y! 7

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii
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BigoOpaxkae TOMYCTHMHUI YW TPAaHUIHUN CTAH MaTepiaiy.
Jani momepeaHbO HOPMAaNi30BaHO Ta pO3AUICHO Ha
HaBuaibHY (80 %) i TecToBy (20 %) BHOIpKH.

1. Logistic Regression (LR) — niuiiiauit 6a3oBwuit
Kiacudikarop, BHOpaHMW Uil 3a0e3ledeHHs iHTeprpe-
TOBAHOCTI Ta KOHTPONIO BIUIMBY KOXXHOI KOMIIOHEHTH
TEH30pa.

3acrocoBano perymspusamito L2 (Ridge) mmst 3men-
MICHHS MYJIBTHKONIHEAPHOCTI O3HAK i KOHTposo overfit-
ting.

ITapamerp C TectyBaBca y miamaszoni [0.01; 100] 3
kpokom 0.5. 3actocoBano Mmeron nob6opy GridSearchCV
(5-fold cross-validation), pe3ysbTaTomM po6GOTH SIKOTO € Taki
nanamrtysanus: C =10, solver =liblinear, penalty =12,
tol=1e—4, max_iter=10000. Ileii oOpanuii Halip
rmapaMeTpiB MOKa3aB HaHKpamIwid OaaHc MiXK TOYHICTIO Ta
y3arajJbHIOBaHICTIO Ha BamijauiiiHii BuOipui. Sk omnrtu-
MizaTop 3actocoBaHo liblinear, mo € epekTUBHUM IS
MaJdX 1 CepelHixX 3a po3Mipom nata ceTiB. JlogaTKoBI
rapameTpu: KpuTepiit tol=1le-4,
max _iter =10000 s 3abe3neyeHHs MOBHOT 3615KHOCTI.

2. Random Forest Classifier (RF) — ancam6eBuii
aIrOpUTM Ha ocHOBI bagging ta moOy0BM MHOXKUHU JEpPEB
pimens. OOpaHWid [UII MOJCIIOBAaHHS  HENiHIHHIX
B3a€MOJIil Ta BHSBICHHSA CKJIQTHUX KOMOIHAIM Hampy-
JKEHb, 0 MPU3BOAITD 10 PYHHYBaHHS.

7,,), a mineoBow 3minHOW — y €{0,1}, mo

SYNHUHKH:

[Mapamerpn pansg  onTuMizamii: KiIBKICTE  JepeB
(n_estimators), wmakcumanpHa rambGuHa (Max_depth),
3aCTOCOBYEThCS  JUISL  3amoOIraHHs  MEPEeHABYAHHIO,

MiHIMaJBHI po3Mipu By3miB, st KoHTposo overfitting
(min_samples_split, min_samples_leaf), ximbkicts 03HAaK,
10 BpPaxOBYIOThCs Tmpu posmieruienni (max_features).
3actocoBano metox mobopy RandomizedSearchCV (100
itepauiii, 5-fold cross-validation). B pesynbrari o6pani
HanamTyBaHHS. N_estimators =200, max_depth =10,
min_samples_split =2, min_samples_leaf =1,
max _features = ‘sqrt’, criterion = ‘gini’ .

Amaii3 BaXIHBOCTI O3HAK uyepe3 mean decrease in

impurity (MDI) noka3as, 1o Hai0imbIIMi BHECOK Yy
knacuikauiio M o,, o, T 7, .

3. Mogenp Garatomaposoro nepcentpona (Multila-
yer Perceptron, MLP) Gyna 3actocoBana sik Helipomepe-
’KeBa arpoKcUMalliiiHa MOJeNb JUIsl BiITBOPEHHS CKJIAIHOT
6araToBUMIpHOT MOBEPXHI MIIHOCTI, $IKy HEMOXIJIUBO
OIMCaTH y 3aMKHEHOMY aHAJTITHYHOMY BUTJIII. ApXiTek-
Typa Mepesxi BKIItoJaa:

e Bxinmuwif map: 6 HEHPOHIB BiAMNOBIAHO JO KiJib-
KOCTI BXIIHMX O3HAK;

e [lpuxoBani mapu: 1Ba mapu Ha 64 Ta 32 HelipoHH
BiAMoBiAHO 3 QyHKIissMK akThBaIii ReLU;

e Ontumizanis: anropurm  Adam (a =0.001,

B,=09, B,=0999);

o  Oyukiist BTpat: Binary Cross-Entropy;

o Pexum Hapuanus: batch size = 64, kinbpkicTh
emox =200 3  BukopucramHsm  early  stopping
(patience = 20) Ta amanTHBHOTO 3MEHIIEHHS IIBUAKOCTI
HaBYaHHS MPH JOCATHEHHI UIATO.

[Tix6ip rimepnapameTpiB apXiTeKTypH 3I1HCHIOBAaBCS
MeTo10M OaiieciBebkoi ontuMizariii (Optuna), e 1ib0Bo0
Metpukoro Buctymaga AUC-ROC na Bamimamiiiaiii Bu-
6ipui.

O6pana kKoH}Iryparllist MPoJeMOHCTPYBaIa HalKpari
MTOKAa3HHUKH 301KHOCTI Ta CTIHKICTh O TIepeHaBYAHHS IIPU
PpOOOTi 3 CHHTETHIHO 3reHEPOBAHUMH TAaHIMH.

J1s TOpiBHSIBPHOTO aHali3y e()eKTUBHOCTI MoJIeneit
MAaIIMHHOTO HaBYaHHs OyJO BUKOPHUCTAHO KPUTEPiH Mi-
nHocti Qgon Mizeca sk eramoHHMH (i3M4HO OOTPYH-
ToBaHui migxig. Ile M03BONMIO KIIBKICHO OIIHHUTH
nepeBary HeEJiHIHHMX MoOJeNiell y BHIaaKax CKJIaIHOTO
0araToBiCHOrO HalpyXXEHOI'0 CTaHy Ta aHi30TpoIii mare-
piaiy, Ae KIaCH4HI METOIU IEMOHCTPYIOTh 0OMEXEHY TOU-
HICTb.

AHasi3 eeKTHBHOCTI MoJejieil MAaIIMHHOIO
HaBYaHHA. J[7s OLIHKKM TOYHOCTI pE3yNBTATiB 3aCTOCO-
BaHO TaKi MeTpUKH: ACCUraCy — dYacTka MNpaBHIBHO
knacudikoBanux mpukianis, AUC-ROC (mmoma mix
ROC-kpuBOI0) — MOKa3HUK 3AaTHOCTI MOJEII BiIIiSITH
KJacu; JUIA Kiacu4Hoi Mogeni: precision, recall, f1-score.
3HaueHHs METPHK JOCIIDKyBaHUX MOJeJel HaBeleHI B
TabJI. 2, KIaCHYHOT MoJe — B Tabu. 3.

Tabnuns 2 — 3HaYCHHST METPUK OI[IHFOBAHHS TOCIIKYBaHUX

Mojenei
Marepian Mogens Accuracy AR%%
Random Forest 0.99525 | 0.99696
Glass/Polyester | \;_p 0.99425 | 0.99673
(GP)
Logistic Regression | 0.94450 | 0.98653
Random Forest 0.99950 | 0.99943
(ngor‘/EPOXy MLP 0.99900 | 0.99939
Logistic Regression | 0.98850 | 0.99891
Random Forest 0.98225 | 0.98921
Basalt/PP MLP 0.97825 | 0.98645
(BPP)
Logistic Regression | 0.87850 | 0.95014

Tabnuis 3 — 3HaueHHST METPUK OLIHIOBAHHS KJIACHYHOT MOJIENi

. . . Recall Precision

e Buxixuuii map: 1 Heiipon i3 curmoimansHoro ak- | Marepian | Accuracy (x=1) (=1 F1-score
TUBAIl€0, IHTEPIIPETOBAHUH K OILiHKAa HMOBIPHOCTI pea-
nisauii crany y =1; GP 0.500 1.00 0.50 0.67

e [nimdamizanig Bar: meton Xavier uniform; CE 0.500 1.00 0.50 0.67

e Perymspusauis: 3acrocyBanHs Dropout .i3 napa- BPP 0,500 1.00 0.50 0.67
MeTpoM P = 0.2 Ha KO’)KHOMY IIPUXOBAaHOMY LIapi;
Jlaswenko P. P., JIveos I'. 1. Data-driven nioxio ons npocHo3ysanHs meuci
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PesynbraTtn Tabu. 3 cBiT9aTh, 110 MOIENb KiIacH}ikye
BCi mpuKmamu sk rparnydi ( ¥ =1), 1o Ipu3Beo 10 Toro,

10 3J]aTHICTh PO3AUIATH Kacu OyJia MOBHICTIO BTpayeHa.
Lle meMoOHCTpYye OOMEXEHICTh 3aCTOCYBaHHS HMOPOTOBHX
¢Gi3uUHUX KpUTEpiiB y BHIAAKaX, KOJIM CHCTEMa Mae
CKJIaJHy Ta aHi30TPOIHY NOBEAIHKY. Xoua KJIacHuHa
MO/JIETIb MOXKE CITY)KHTH €TaJIOHOM, BOHA HE JJOCSTa€ TaKoi
TOYHOCTI, K ¥ cydacHux data-driven meronax. Ha puc. 4
300pakeHO TiCTOrpaMH 3a METPUKOIO ACCUracy ais KO-
HOI MOJIeITi Ta MaTepiaiy.

Accuracy.
1
09 A
0.8 -
0.7 1
0.6
0.5 - uGP
04 - ECE
0.3 - BPP
0.2
0.1 -
0 T T T 1
Random MLP Logistic VM criterion
Forest Regression

Puc. 4. T'icTorpaMu TOYHOCTI MPOTHO3YBaHHSI TPAaHUYHOTO CTaHy

I'pachik HAOUHO IEMOHCTPYE, L0 MOJIENI MAIMHHOTO
HaBYaHHS 3a0€311€YyI0OTh CYTTEBO BHIy TOYHICTH IOpIiB-
HSHO 3 TpaauiiiiHuMu MeTomamu. Haiikpammi pesymeratu
cnocrepiratoteest s Random Forest i MLP, ski Bupis-
HSIOTBCSI YHIBEPCAJBHICTIO Ta 3IATHICTIO CTaOUIBHO Ipa-
IIOBATH 3 PiI3HOPITHUMH JaHUMHU. BaskimBo miakpecianTy,
IO THUIT MaTepianxy iCTOTHO BIUIMBAE Ha CKJIATHICTH 3a1adi
kiacudikauii: came (i3MyHi BIaCTUBOCTI MartepiainiB ¢op-
MYIOTh XapaKTepHi MaTepHU HalpyXeHb. Bizyamizawis ix
MIPOCTOPOBOTO po3moainy (puc. 1-3) mae 3Mory 4iTko mpo-
CTEXHTH LI BIIMIHHOCTI Ta 3pO3yMITH, YOMY MEBHI MOJIENI
Kpalle NPUCTOCOBYIOTHCS JI0 ClielU(iKH OKpEMHUX MaTepi-
aniB. Takuil aHani3 poOUTH IHTEPIPETAlil0 pe3yJbTaTiB
OLJIBII ITOCITIIJOBHOK Ta METOLOJIOTIYHO BUBAKEHOIO.

OTtpumadi pe3ynbTaTa (Tadi. 1) CBiTIaTh Mpo BUCOKY
e(eKTUBHICTH YCIX TPHOX PO3POOICHHUX y MeXax IaHol
poboti Monenedl MalIMHHOTO HaByaHHsA — Logistic
Regression (LR), Random Forest (RF) Ta Multilayer
Perceptron (MLP) — y 3amaui knacugikamii rpaHH4HOTO
CTaHy KOMIIO3UTHUX MaTepiajiB.

Ius marepiany Glass/Polyester (GP) wnaiiBumi mo-
KasHUKH jgocsrHyTo moxaewnro RF (Accuracy = 0.99525,
AUC-ROC =0.99696), Toxi sk MLP mpoaemoHcTpyBaia
Jry>ke 6mm3pKuii pesynprat (Accuracy = 0.99425). [lonibna
e(EeKTUBHICTH MOSCHIOETHCS YiTKUM PO3/IUICHHIM KJIaciB y
MPOCTOPiI HANPYXKEHb, IO 3a0e3ledye MPHUIATHICTh SIK
aHcaMOJIEBUX METOJIB, TaK 1 HEHPOMEPEKEBUX MIiAXOIIB.
Jlinifina mozmens LR (Accuracy = 0.94450) mokazana
HIDKYY TOYHICTH Yepe3 0OMeXeHY 3/IaTHICTh BiITBOPIOBa-
TH HEJIiHIHHI 3aJIeKHOCTI.

Hust Carbon/Epoxy (CE) o6unsi wemiwiiiHi Mozmeni
(RF, MLP) mpakTu4HO IOCSTalOTh MaKCHMAJbHOI TOY-
Hocti (Accuracy > 0.999), mo 3yMOBJI€HO HeTiHiiHOTO, ane
mo0pe BIIOKPEMITIOBAHOIO MeXero pyiHyBaHHA. LR
(Accuracy = 0.98850) Tako JIEMOHCTPYE BHCOKI IOKa3-

HUKH, 10 BKa3ye Ha MOXKIIUBICTh alpOKCUMAIlii TpaHud-
HOTO CTaHy 3a JOMOMOTOIO JIIHIHHOI MOIeNi y BHUIAIKY
IIBOTO MaTepiany.

V Bumazaky Basalt/PP (BPP) TouHicTh 3MeHIITYETHCS
U1t Beix Mmoaeneit (Accuracy = 0.98225 mis RF ta 0.97825
s MLP), mo moB’s3aHo 31 3HAYHUM MEPETHHOM KIIACIB 1
MiJIBUIIICHOI0 ~ BApIaTHBHICTIO  MEXaHIYHOI  BigMOBIMII
marepiany. Mozesns LR (Accuracy = 0.87850) nemoHcTpye
ICTOTHO TipIli pe3ylbTaTH dYepe3 HECIPOMOXKHICTh
BIATBOPHUTH CKJIagHy (opmy mnoBepxHi posminenns. [Ipu
npoMmy mokazuuk AUC-ROC pmns Bcix wmojeneit Ta
MaTepialiB 3aJHIIA€ThCS CTaOIIPHO BHCOKNM (OinbIme
0.95), mo miaTBepIKY€E iXHIO CTIHKICTD IO 3MiHH TIOPOTY
Kacugikarii.

VY Tabn. 3 HaBeneHO pe3yNbTaTH Ui KpHUTEpiro GoH
Miseca, skuil y AaHid poOOTI BHKOPHCTaHO SK (i3UIHO
obrpyHTOBaHMI eTanoH. Moro Accuracy cranoBuTh = 0.50
quist Beix matepianis, mpu Recall (y =1) = 1.00 Ta Hu3b-

komy Precision =~ 0.50. Lle cBig4uTh MpO CXUIBHICTH KPH-
Tepio 0 HaaMipHOI kiacudikanii CTaHIB SK I'PaHUYHHX,
0 TPU3BOAWUTH JO MiABHIICHOI KITBKOCTI XHOHOTIO3H-
TUBHUX PIIICHb.

TakuM 4MHOM, 3ampONOHOBAaHI MOJET MAIIMHHOTO
HAaBYaHHA HE JIMIIE IIJBHUIIYIOTh 3aralbHy TOYHICTb
knacudikamii, ane i 3a0e3nedyrOTh OUTBII ONTHMANBHUH
6ananc mix Recall i Precision, 1o € KpuTHIHO BaXKITUBUM
JUISl TIPAKTHYHUX 3a]a4 MOHITOPUHTY TEXHIYHOTO CTaHy
MaTepialiiB 1 MonepeKEHHS IXHbOTO PyHHYBaHHS.

VY cyuacHux jpociijpkeHHsX [1, 25] moMiHYIOTh aHa-
JITHYHI Ta HamiBeMIIpUuHI KpuTepii MilHOCTI (KpuTepii
¢on Mizeca Ta itforo moamdikanii), siki epekTUBHI [yIs
130TPOIHUX MaTepiajiB, ale He BPaXxOBYIOTh aHi30TPOIIII0
KOMIIO3UTIB 1 CKJIaaHI OaraToBiCHI CTaHU HAMPYKEHb. Y
poborax, mpucBsuernx ML-migxomam [26-28], 3a3Buyait
3actocoByBaimcs okpemi moxeni (LR, RF abo MLP) mns
cnenuivHUX 33134 O6e3 TIMOO0KOT onTUMi3alii rineprapa-
METpIB, a TaKOX O3 CHCTEMHOI'O MOPIiBHSHHS 3 KJIacH4-
HUMH KPUTEPISIMU MIIJHOCTI.

VY 3anponoHOBaHOMY JOCIIKEHHI:

e BIEpLIE IPOBEJCHO KOMIUIEKCHY OINTHMI3allifo
TpboX pizHux TumiB Mozened (LR, RF, MLP) mix 3agauy
knacuikamii TpaHIYHOTO CTaHy KOMITO3UTIB;

e peai30BaHO IMOBHMH IUKJI  HAJAIITyBaHHSI
rineprnapameTpis: GridSearchCV JUTst LR,
RandomizedSearchCV mnst RF ta Bayesian Optimization
(Optuna) mist MLP;

e 3iliCHEHO 3icTaBiIeHHS 3 KpuTepieM GpoH Miseca,
ske mokazano mepeBary ML-momeneir Ha 5-15% 3a
Accuracy ta AUC-ROC.

OOMexXeHHST JOCHIKEHHS MOJIATaI0Th Y TOMY, IO
HaBYaHHS MOJENEH 3QIHCHIOBAIOCA Ha CHUHTETHYHHX Ta
OOMEXKEHUX eKCIepUMEHTAJIbHUX JaHHX, II0 MOXe
BIUIMBATH Ha Yy3arajibHIOBaJbHY 3JaTHICTh PE3YJIbTATIB.
Kpim Ttoro, mogens MLP mnorpebye 3naunmx oGunc-
JIOBAJIEHUX PECYpPCiB, OCOOIMBO MPH 301IBIICHHI 00CATY
BuOipku. Takox y nmaHiii poOOTi HEe BpPaxoBaHO MIKpO-
CTPYKTYpHI XapaKTEpUCTUKH MarepialliB, SKi MOXYTb
CYTTEBO BIUIMBATH HA IXHI MIIHICHI BJIACTHUBOCTI Ta MO-
TEHI[IHO IMiBUIUTH TOYHICTh POTHO3YBaHHS.
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BucHoBku. Y po6oti Oyno po3poOiieHO Ta ONTH-
Mi30BaHO TpPHW MOJETI MAaIIMHHOTO HaBuaHHS: Logistic
Regression (LR), Random Forest (RF) ta Multilayer
Perceptron (MLP) — cnerianpHo 1uist 3amadi POTHO3Y-
BaHHS TPaHUYHHUX CTaHIB y TPhOX THIIAX IOJIMEPHUX
KOMITO3MLIHUX  MarepialiB 3  OJHOCIPSIMOBAaHHM
apmysanusam: Glass/Polyester (GP), Carbon/Epoxy (CE) ta
Basalt/PP (BPP). [1iniOpani apxiTeKTypH, rinepnapameTpu
Ta METOJY HaBYaHHS 3a0€3MeUMIId BUCOKY MPOTHOCTHYHY
3matHicTh, ocobmuBo M1t RF ta MLP, saxi mocsrian
TOYHOCTI Kimacudikarmii 10 99,9 % Ha TecToBUX maHUX. Yci
Ppo3po0biIeHi MoIeNTi 3HAYHO IePEeBEPIIIIH KIACHIHUHN KPH-
Tepiit poH-Mizeca, TOUHICTH SKOTO JUIA BCiX MaTepialiB He
nepepuiryBaga 50 %, IO CBIAYMTH PO OOMEKCHICTH
AHATITHYHHX IMIIXOIIB Y 3a/1a4axX 3 BUCOKOIO HENiHIHHICTIO
MIPOCTOPY O3HAK.

[MopiBHsunpHMKA aHanmi3 (Tabin. 2) miarBepaus, mo RF
1a MLP cTabinpHO 3a0e3meuyroTh HaWKpallli pe3ysibTaTh
JUIS BCIX THITB KOMIIO3UTIB, 3 HAWBHIIOIO TOYHICTIO IS
Carbon/Epoxy, e ki1acoBa Mexa y IpoCTOpPi HATIPYKEHb €
HaWOLIBII CTPYKTypoBaHOW Ta wiTkoro. Jlms Basalt/PP
CIOCTEpIrajgocsi TEeBHE 3HIKEHHS TOYHOCTI Yepe3 CHIIb-
Hillle IePEeKPHUTTS KJIACIB, [0 BKAa3ye Ha CKIATHICTh 3a1a4i
Ta MATBEPIKY€E MOUIIbHICTP BHKOPHCTAHHS CaMe Heli-
HIHUX alTOPUTMIB.

Bizyamizamist 2D-3pi3iB KOMITIOHEHT TeH30pa Harpy-
KEHb MI0Ka3aJa, [0 MeXa MDX JOITyCTUMHUM 1 TPaHUIHIM
CTaHOM Ma€ CKJIQJIHY HENiHIHHY TeOMeTpilo, sika 3HA4HO
BapilOEThCS  3QJICKHO  BIil THUIY KOMIIO3UTY: IS
Carbon/Epoxy Bona HaWOLIBII BUpasHa, TOMI SK JUIs
Basalt/PP crniocrepiraerbes 3HauHe nepekputTs Kiacis. Lle
MIIKPECITIOE OOMEXKEHICTh MPOCTHUX JIIHIHHUX KPHUTEPIiB i
BOJIHOYAC TIOSICHIOE e()eKTHBHICTh PO3POOIIEHUX HENiHiii-
Hux ML-mozeneii.

OTpuMaHi pe3yabTaTH y3TOKYIOThCS 3 TEHJICHIIis-
MH, ONHCAHHUMHU Yy HONEPEIHIX IOCHIPKCHHSAX 3acTocy-
BaHHA MAIIMHHOTO HaBYaHHSA 1|0 MEXaHIYHOTO aHali3y
KOMIIO3HTIB, aJie CYTTEBO IX PO3MIMPIOIOTH: Y NaHii poOOTi
BIIEpIIE 30CEPEHKCHO yBary caMe Ha Kiacudikarmii
IPaHUYHOI'O CTaHy, & HEe Ha 3arajlbHOMY IPOIHO3YBaHHI
MEXaHIYHUX XapaKTEPUCTHK, 1 PU LIbOMY 3alPOIIOHOBAHO
METOJI, SIKMil He BUMarae po3IUpPEeHUX MaTepialo3HaBUUX
YM TEXHOJIOTIUHMX NaHuX. Lle poOuTh miaxin npuaatHuM
JUI MIBUIKOI iHTerpaiii B CHCTEMH iH)KEHEpHOTO MOHi-
TOPHHTY, OLIHKH 3QJIMIIKOBOTO PECypcy Ta KOHTPOJIIO
Mpane3JaTHOCTI KOMIIO3UTHUX KOHCTPYKIIIH B aBialliiHIH,
OyniBeJIbHIN Ta TPAHCHIOPTHIN Tamy3sx.

[opanpmii HampsiMu poOOTH  BKIIIOYAIOTH PO3IIH-
peHHs HaboOpy O3HaK 3a paxyHOK MIKpOCTPYKTYpHHX
rapaMeTpiB, BIPOBAPKEHHS IHTEPIPETOBAHUX MOJeIer
MmamaHoro HapyanHsi (SHAP, LIME) mis nosicHeHHs
BIIMBY KOMIIOHEHT T€H30pa HAIpyKeHb, 301IbIIEHHS 00-
cATy HaBYaJbHUX BHOIPOK HUIIXOM JIOJABaHHS EKCIIepH-
MmenTanbHuX Ta FEM-nmanux, a Takox amanTaiiro Moaeen
70 PeXUMIB OHJAaWH-AiarHOCTHKHA. KpiMm TOTO, mMepcrek-
TUBHUM € pPO3pOoOJIeHHS NH(POBOro IBIHWKA KOMIIO-
3UTHOI CTPYKTYPH Ha OCHOBI iHTerpauii ML-anropurmis i3
(i3UYHO OOIPYHTOBAaHMMH KPUTEPISIMHU MIIJHOCTI.

TakuMm YMHOM, pe3yNbTaTh Li€l pOOOTH HE JIUIIE Mijl-
TBEP/PKYIOTh BHCOKY TOYHICTh IPOTHO3YBaHHS I'DaHUY-
HOTO CTaHy KOMIIO3MTHHMX MarepialiB, aie i (popMyroTh

MIAIPYHTS AJI1 pO3pOOJIEHHST HOBOTO TIOKOJIIHHS 1HTEJIEeK-
TyaJIbHAUX CHCTEM MOHITOpHHrY. Taki CHCTEMH MOXYTb
MOEJHYBAaTH THYYKICTh METOZIB MAIIMHHOTO HaBYaHHS 3
HaJIWHICTIO (Pi3MYHO OOTPYHTOBAaHHX MEXaHIYHHX MOJe-
e, 3a0e3neuyroun OiblI e)eKTUBHE BUSBICHHS KPUTHY -
HUX CTaHIB 1 MiIBUIICHY OC3IEKy SKCILTyaTaIlil KOMIO3HT-
HHUX KOHCTPYKIIIH.
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DATA-DRIVEN APPROACH TO PREDICT THE STRENGTH OF COMPOSITES

The rapid development of composites requires accurate prediction of their limit state under complex loading conditions, which cannot be provided by
classical mechanical criteria due to the anisotropy and nonlinearity of materials. The paper proposes a data-driven approach using machine learning to
determine the limit state of composites based on the components of the stress tensor. The object of study is machine learning processes for determining
the limit states of unidirectional reinforced composites under a multiaxial stress state. The aim of the study is to create a universal and accurate model
capable of detecting the moment of reaching the strength limit without numerical modeling and large-scale experiments. Balanced synthetic samples of
stress states were generated for three composite systems. Several machine learning models were implemented in the study: logistic regression, random
forest, and multilayer perceptron neural network. To compare the effectiveness, the classical model for determining the limit state according to the von
Mises criterion, with a fixed equivalent stress threshold for the fibres or the matrix, was also employed. The results show that the machine learning
models achieve an accuracy of up to 99.9 % on test samples, significantly outperforming the classical approach, which demonstrates an accuracy of
about 50 % in all cases. Visualization of the stress state in the form of 2D sections showed a complex and nonlinear structure of the boundary surface,
which confirms the feasibility of using ML algorithms. The obtained results confirm the high effectiveness and reliability of the data-driven approach
for structural health assessment of composite systems. The developed methodology is universal and can be adapted to various types of reinforced
materials and loading conditions. The proposed approach can be applied in real-time technical diagnostics of composite structures. The work also creates
a basis for further implementation of interpreted models and digital twins in the field of composite mechanics
Keywords: data-driven approach, composites, limit states, stress, machine learning, Random Forest, Logistic Regression.
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ARCHITECTURAL APPROACH TO DATA PROTECTION IN DISTRIBUTED SUPPLY CHAIN
MANAGEMENT SYSTEM USING BLOCKCHAIN NODES

Dockerised blockchain solution can mitigate the low levels of distributed technology adoption in small and medium enterprises. It can be done via
designing and implementing an environment which inherits ease of deployment and scalability of containerized systems with safety and transparency of
distributed applications. Practical implementation of a dockerized blockchain solution designed as a demonstrative implementation for existing client—
server architecture is described in this paper. This solution uses Docker containers to simplify the setup and deployment of a private blockchain network,
a mediator server and a reverse proxy. Implementation of this system on a low scale demonstrates feasibility of integrating blockchain technology into
existing business processes without fundamental architectural changes and acknowledges deployment and maintaining challenges that usually
accompany distributed systems using private blockchain. Discussed implementation is a demonstration of designed architecture being potentially a
reproducible and easily maintainable environment for logging and validating data through an immutable ledger on a smaller scale. Proof of concept
successfully validates the core idea. The implementation shows a mediator server intercepting client request, recording them on a private Ethereum
blockchain via a JSON-RPC interface, and then forwarding them to the original server. This confirms the solution’s ability to introduce a trusted,
intermediate layer for data immutability. The project demonstrates a working framework for embedding distributed ledger technologies into client—
server ecosystems. While the current Proof of Work consensus mechanism presents scalability limitations, the architecture provides a strong foundation

for future research, including migrating to more efficient consensus mechanisms and integrating smart contracts.
Keywords: dockerized blockchain architecture, supply chain management, containerized blockchain nodes, small-medium enterprises, supply
chain, data protection in distributed system, blockchain proxy, hashing algorithms, ethereum.

Introduction. This paper provides a detailed practical
overview of the fundamental layer of dockerised
blockchain solution that allows for simplified process of
setup and deployment of distributed tools into existing
client—server architectures. This implementation overview
is based on the architecture described in the previous
research paper, which focuses on wrapping the blockchain
network setup and connection in the Docker containers,
connected into shared network, to enable easy and quick
setup of these tools and integrating them into existing
business processes [1].

Foundational part of the solution is a Docker tool,
which enables networking and orchestration of several
server-like containers, acting as separate virtual machines.
It allows to construct a network of several servers with
different purpose and blockchain nodes to simplify
deployment and maintenance of all its parts. Crucial parts
of the mentioned blockchain solution are proxy and reverse
proxy for routing requests coming into the network,
mediator server, which is responsible for taking original
request, parsing its meta and body information and sending
it to the blockchain ledger and blockchain node, which is

deployed alongside the proxy and mediator to connect to
the shared private blockchain network.

In this paper, private blockchain network is going to
be contained on the same network as proxy, mediator and
test original server for ease of testing and initial setup
procedure. In the future this implementation will be
extended to allow blockchain nodes, being setup via
docker-compose, connect to an external network.

NGINX web-server is used as a proxy and reverse
proxy in the solution subnetwork. Django framework is
used to build a basic mediator server able to receive
requests from the proxy, parse their metadata, save them to
the blockchain and then pass the request to the original
server. Private blockchain network is created using
Ethereum geth tool with a PoW (Proof of Work) consensus.
Thus, regular node, bootnode and mining node are
contained within Docker subnetwork for testing purposes
[2].

Client server architecture is expected to be able to
integrate this solution into existing business process. But
neither client nor server implementation have to be
important for this architecture to be integrated, so regular
API client is used as a client in this implementation and a

© Zherzherunov P.Y., Shmatko O. V., 2025

"Bulletin of the National Technical University "KhPI" Series: System analysis, management and

Research Article: This article was published by the publishing house of NTU ""KhPI"" in the collection
information technologies.” This article is distributed under a Creative Common Creative Common OPEN aACEESS

Attribution (CC BY 4.0). Conflict of Interest: The author/s declared no conflict of interest.

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii

26

ananiz, ynpaguinus ma ingopmayiini mexnoaoeii, Ne 2 (14) 2025



ISSN 2079-0023 (print), ISSN 2410-2857 (online)

simple Django web-server with Postgres database.
Example web-server doesn’t represent any real business
activity and is provided for demonstration purposes as a
proof of concept.

Docker Environment Description. To start with the
implementation of the system, high level description of the
fundamental tools has to be provided. The most important
tool in this implementation is Docker. Docker is an open-
source platform that has simplified process of how
applications are developed, shipped, and run. At its core,
Docker uses OS-level virtualization to package software
into standardized units called containers [3].

In the Docker network every container is emulated as
a separate virtual machine allowing them to run as different
client and server machines. In our case, containers will be
NGINX reverse proxy, Django mediator server and
Blockchain network, which is being represented as several
different containers with nodes tailored to different
purposes. It’s the implementation needed at this stage.
Blockchain nodes are going to be connected so a bridge
subnet work to differentiate them from the main network.

On the Docker application network, we will also have
container for original server and container postgresgl with
a database for that server. Here and further on “original
server” refers to a type of server which is not a part of
dockerised  blockchain  solution  architecture, but
presumably a part of the client—server system that business
planning on integrating blockchain solution already owns.
In this paper for the sake of demonstration this “original
server” will be a simple todo list backend implementation,
as specifics of this type of server is not important for the
dockerised blockchain implementation. It is only required
from it to have a API interface and means of providing
necessary credentials for Mediator server to be able to
connect to it.

Each container is first being built as an image in
docker infrastructure. A Docker Image is a lightweight,
standalone, executable package that includes everything
needed to run a piece of software. It can be considered a
blueprint, template, or a snapshot of an application and its
entire environment at a specific point in time. It's the
"buildtime" artifact in the Docker ecosystem and it’s
created before the container.

A Docker container is the running instance of a
Docker image. If a Docker image is the blueprint, a Docker
container is the actual virtual machine built from that
blueprint, where your application is executing. The key
difference of container from image is that after container is
built from image, it obtains several writing layers that allow
to mutate data inside that container. Meanwhile in docker
images data mutation is prohibited and cannot be done [4].

The drawback of containers is that when containers
are removed, they lose the data the store in their data
storage, as they store everything in the runtime memory
(RAM). Solution for that is volume, a preferred mechanism
for persisting data generated by and used by Docker
containers. It provides a way to store data outside the
container's writable layer, ensuring that the data remains
intact even if the container is stopped, removed, or
recreated. But in this research paper volume storage is not
used, it is going to be implemented as a later improvement.

Dockerfile configuration files are used for defining
each image scheme, which container is built from later on.
A Dockerfile typically consists of several instructions, each
on a new line. The order of these instructions is crucial, as
each instruction creates a new layer in the final Docker
image. The most important commands crucial for our
implementation are those below.

FROM: specifies the base image for the container. It
defines the environment this image is going to be run in, as
it sets the image for each subsequent instruction. There are
different variations of the images and light weight ones
have to be a priority, to reduce container loading times and
size taken.

WORKDIR: Sets the current working directory for
any subsequent RUN, CMD, ADD, or COPY instructions.

COPY / ADD: Copies new files or directories from
<src> (host path) and adds them to the filesystem of the
image at the path <dest> (image path). COPY is generally
preferred over ADD because it's more transparent and less
prone to unexpected behavior.

RUN: Executes Commands during Image Build.
Executes any commands in a new layer on top of the current
image and commits the results.

EXPOSE: Command that is used for providing
information about the ports, that can be used to send
requests to the container based off this image. This
command does not do any actual networking, but is useful
for maintainability of the Docker environment.

ENV: Sets environment variables that will be
available inside the container at runtime. This command is
used excessively in our test implementation of the
dockerised blockchain implementation to configure
communication between containers in the sub-network. It
is not as useful for configuring external variables, as we
don’t want to alter Dockerfiles directly after they are
already established.

CMD: Specifies the Default Command to Execute
when a Container Starts. It is crucial command to build the
image and must not be omitted [5]. requests to a necessary
service in the docker network or outside of it, to the existing
applications.

Dockerfiles are written to build planned images, and
basic structure of the docker looks can be seen on Fig. 1.

&

Geth JSON/RFC
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Mediator server ¢

Expose port: 5000
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v

Geth bootnode
Expose port: 3030

¢

Geth miner node
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Eridge
netwarl

NGINX
Expose port: 4000

"Original" server
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Fig. 1. Docker Container Structure

Basic docker container structure contains separate
containers for NGINX reverse proxy, “Original” server and
Mediator server. They are not connected into subnetwork
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and “original” server is meant to be reached outside of the
docker network, but for this test purposes it’s located in the
same docker network.

Bridge network connects Geth bootnode, geth miner
node and Geth JSON/RPC interface node into the same
sub-network inside docker. It is done to simplify access to
Geth JSON/RPC interface outside of the bridge network
and prevent direct access to the geth bootnode and geth
miner node, which are not required for the implementation
to function and could allow harmful actions, as bootnode is
responsible for connecting new nodes to the blockchain
network.

It is important to select optimal base images for all the
containers mentioned as we want to reduce the time to setup
and size of the memory, that is going to be allocated to
running those containers.

For NGINX reverse proxy existing implementation is
used, which is called nginx-proxy. It provides an extensive
tool to work with rerouting requests from outside to internal
network and vice versa. Using this service allows to omit
implementing generation of NGINX configs from ground
up by using docker-gen file generator [6]. Docker-gen is a
powerful utility that generates files based on Docker
container metadata and Go text/template language.
Essentially, it acts as a dynamic configuration tool that
watches for Docker events (like containers starting or
stopping) and then automatically updates configuration
files, scripts, or other artifacts [7].

Table 1 describes all the images needed to create
respective containers. Selected images are described in
more detail in the information below.

nginx-proxy requires these base images to build from:
docker-gen:0.15.0, forego:0.18.3, nginx:1.29.0-alpine. So
total size of the proxy container will be sum of those
images’ sizes, but it is a necessary compromise to be able
to utilize proper reverse proxy implementation to
orchestrate requests between networks and containers.

Mediator server in its foundation requires python:3.13
image and we are going to use python:3.13-slim speci-
fically to reduce image size. Total container size is going to
also include all the libraries required to run Django server
and server itself.

Test version of “original” server is going to be similar
to that of mediator, as they share Django framework as a
base for web server implementation. In both of them default
SQL.ite database is used to simplify setup process of the env
and WSGI (Web Server Gateway Interface) is used to run
Django servers.

For all blockchain nodes the same ethereum/client-
go0:v1.10.1 is used, which allows to setup and run Ethereum
nodes in private blockchain network. It is important to have
that exact version of the base image, as newer version don’t
support PoW (Proof of Work) consensus protocol, which is
easier to setup as a private blockchain network locally. It is
an area for future improvement to replace PoOW consensus
mechanism with PoS (Proof of Stake), which is used by
latest Geth library version and corresponds with the current
consensus mechanism used on mainnet — global Ethereum
blockchain network [8].

Full information about the base images used for this
demonstration implementation can be found on Docker hub
website, which provides hosting for public Docker con-
tainers [9].

This is the configuration needed for building our
demonstrative solution. First step is to set up basic docker
network and deploy reverse proxy in it, mediator server and
“original” server. Mediator server is not sending
information to blockchain ledger until ethereum private
network is deployed, which is described later in the paper.

Docker Proxy and Basic Server Setup. Dockerized
blockchain implementation is expected to operate on a
single server machine to lower maintenance cost and
simplify setup process. But it is desired to leave possibility
to send requests not only to mediator server but also to
original one, for the term of setting up new environment
and for possible emergencies which might occur on the
early stages of distributed solution deployment.

For that purpose, we are setting up nginx-proxy
container first, so that it acts as a reverse proxy for our
network of mediator server, original server and blockchain
private network, that is going to be examined later in this
paper. ldea is to be able to send the same requests, which
are already being sent from the client, but to a different
host, process the metadata and then redirect request to the
original server and return its response back.

Table 1 — Selected Images Characteristics

Image Description Container Size Last Updated
python:3.13- Python is an interpreted, Mediator server, 43.43 MB Jul 24, 2025
slim interactive, object-oriented, “Original” server
open-source programming
language.
nginx:1.29- Official build of Nginx NGINX Proxy 20.57 MB Jul 18, 2025
alpine
jwilder/docker- File generator that renders NGINX Proxy 11.42 MB Jul 23, 2025
gen:0.15.0 templates using docker container
metadata
nginx- Foreman in Go NGINX Proxy 6.62 MB May 8, 2025
proxy/forego:
0.18.3
ethereum/client- | Official golang implementation Ethereum Bootnode, 20.58 MB Mar 8, 2021
go:v1.10.1 of the Ethereum protocol. Ethereum JSON/RPC
node
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Imagine that client.com is a client’s host and original-
servercom is a host of original server. Before
implementing this blockchain solution, they would simply
send messages to each other; client.com, original-
server.com. Dockerized solution introduces mediator-
server.com host for a mediator server inside docker
network. So new chain of requests looks like this:
client.com to mediator-server.com to original-server.com.

Reverse proxy requires DNS of the host machine to
be configured in a way, so that hosts original-server.com
and mediator-server.com are routed to our localhost:80 [6].
80 is a port to which we expose our nginx-proxy in the
Dockerfile. In our case local machine is used as a server
machine for the Docker network, so Windows hosts file has
to be adjusted with added hosts mappings. File can usually
be found here: C:\Windows\System32\drivers\etc. Added
mapping might look like this: 127.0.0.1 original-
server.com, 127.0.0.1 mediator-server.com.

We could also specify hosts for the links we are
setting as redirects to localhost, but for ease of setup in our
case we are going to redirect links without any port
specified.

We have several ways to deploy nginx-proxy
container in our network. First one is to download source
code from public nginx-proxy repository and build
container from the Dockerfile, it has two different files for
Debian and Alpine environments. By default, Debian one
is used and we don’t have specific requirements to change
that approach, so we are going to proceed with Debian
dockerfile too.

We can specify Dockerfile to build in the docker-
compose file under the container section that we want to
build, in this case it’s nginx-proxy. It is done to remove
building Docker image step from the setup chain, as we
could first created image with docker build command and
then spin up container with docker run. docker-
compose.yaml file is a config for creating containers where
we specify either path to the local Dockerfile build file or
specify remote image, that is already hosted on Docker
Hub. To reduce complexity and code overhead remote
image from Docker Hub is used, as it already includes all
the images required for container to work and we don’t
have to attach and build them manually [5].

nginx-proxy implementation includes default docker-
compose.yaml file, which is used for running this tool via
command line interface, as specified in the Readme
instruction in the nginx-proxy repository. To include this
container as part of our network we just have to include
nginx-proxy container section in dockerised blockchain
solution docker-compose.yaml file, but omit whoami
container from it, as it is a container created for testing
purposes required to ping the proxy functionality if no other
servers configured. In our case we will have original server
and mediator servers in the network, so we don’t need
whoami container.

Servers are created as Django containers. As first step
we have to create local virtual environment to be able to
setup servers via Django CLI, but after initial setup is
complete, instructions will be provided in Dockerfile for
each server how to setup corresponding environment in the
docker container. To create virtual environment python

venv command is used and, depending on the operating
system, different scripts inside that venv are used in CLI to
activate it. Main dependency for newly created virtual
environment is Django. We install it with pip install
command. Installation of Django will also include
dependencies it needs to operate. After that we have to
create requirements.txt file to be able to let Docker
environment know, what dependencies have to be installed
inside container environment. It is done via pip freeze >
requirements.txt command and not by hand, to include
internal dependencies and simplify the process. Django and
its internal dependencies are enough for original-server, but
we also have to include requests library in the mediator-
server virtual environment to enable main functionality
mediator-server is created for.

It is going to receive requests, process the request
body and metadata, save it to the blockchain ledger, and
then send this request further to the original-server. As a
response it returns response from the original-server. It is
basically acting as a middleware between client side, which
is Echo VS Code plugin in our case (simple API client), and
original server. As the first step, mediator server will wait
for result of writing data to the blockchain network. Making
it work on eventbased system is an improvement that is
planned for future work. Requests library is needed to be
able to send requests to the external hosts, which original-
server will act as, based on our configuration.

Due to the limits and demonstrative nature of the
solution described in this paper, original-server is included
in the docker network, so it is factually a server located on
the same network as mediator. But nginx-proxy is set up to
treat it as external host, so that when solution is adjusted for
the real infrastructure, implementation won’t be deprecated
and not applicable or at least require minimal intervention.
Ideally most the configuration should be done via
environmental file, except security related things like secret
keys.

Both servers’ projects contain one Dockerfile each,
which describes how image has to be built. By default,
EXPOSE command in the dockerfile is declarative but does
not serve any function. But as we use nginx-proxy reverse
proxy, we have to specify ports with EXPOSE command,
as nginx container uses that metadata to dynamically
generate IP addressed of the servers inside the Docker
network. There is an alternative way to let nginx-proxy
know to which ports different hosts are rerouted, which is
specifying ports under server container section in the
docker-compose.yaml file. But to avoid confusion and
possible errors, exposed port for each server is specified in
both Dockerfile for each server and shared docker-
compose.yaml of the entire project.

Next requirement for the proxy to work is to specify
VIRTUAL_HOST environmental variables for each
container in the docker-compose.yaml file. In our case,
mediator server has VIRTUAL_HOST variable set to
mediator-server.com and original server — has env variable
set to original-server.com. Final requirement for the Docker
network to work is to configure DNS to map our proxy
hosts to the localhost, so that when request from Docker
host machine is made to those hosts, they are redirected to
nginx proxy address [7].
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For testing purposes, original server is a simple todo
application backend, which allows to add and get all the
todo entries. SQL.ite database is used to avoid setting up
separate Postgres container, but it is marked as an area for
future improvement. Dockerised blockchain solution also
shouldn’t care about details of original server implement-
tation, we just need its RESTful API interface to operate
with. Otherwise, it would break the interoperability of the
proposed solution for different original servers, which are
already present on customer side.

Mediator server on this stage has endpoint
implemented, that catches all the incoming requests to that
server and then redirects them to original server. Original
server’s host is currently hardcoded, but eventually it will
be managed from environment configuration, as one of the
possible solutions.

To launch whole project, docker-compose up com-
mand is used. To test implemented functionality, we send
same /api/todo GET request to both hosts. So sent requests
endpoints are: original-server.com/api/todo and mediator-
server.com/api/todo. Responses to the client for these
URLSs have to be identical. Result can be seen on Fig. 2.

Docker Blockchain Network Setup. Next step is to
introduce private blockchain network inside the existing
docker solution network. For that another Docker image is
used — ethereum-client/go. It will allow us to deploy
ethereum nodes with necessary interfaces to communicate
with them.

On this stage of demonstrative solution imple-
mentation Proof of Work consensus mechanism is used
when setting up private blockchain network. In this con-
sensus mechanism other nodes in the network have to
perform cryptographic calculation to prove the new
encrypted records in the ledger.

Proof of Work is not supported by the latest version
of ethereum-client/go, so we have to use specific version,
which supports PoW. In our case it is 1.10.1. Version with
this consensus mechanism is selected because of the
official documentation for latest version of the ethereum
client providing instructions on how to deploy separate
blockchain network with a tool different from Docker.
Although that new tool is based on Docker and allows for
simpler process of the network deployment, it doesn’t pro-
vide effective ways to possibly separate process of creation
of new nodes in different Docker networks, connecting to
an overarching private blockchain network [8].

Proposed solution relies on being able to deploy
blockchain nodes separately from the main private network
but also purely in the scope of each separate Docker
network belonging to each separate business owner of the
node. Due to this reason and better documented process of

setting up Proof of Work nodes in an autonomous Docker
environment, older version and consensus mechanisms are
chosen.

But it is clear that Proof of Authority consensus
mechanism is able to improve blockchain network
performance, as it won’t be requiring cryptographic
approvement calculation for each new record [10]. This
would decrease latency time for getting responses to
requests from the original client. So, moving to the PoA
mechanism is considered a further improvement for this
solution, which will be considered in the scope of a
different research.

For setting up Ethereum nodes in the docker network
we don’t have to have any source code for them, but we
need separate Dockerfiles for each type of the nodes
required for the network.

To run private network for our solution these types of
nodes are required:

e Bootnode, which acts as an entry point and a
gateway to the private ethereum network. Its’ port has to be
exposed, so that we are able to connect via it, when
deploying several other instances of our solution for
different participants of the supply chain, that are
integrating blockchain solution [11];

e JSON-RPC node, which is providing an interface
for sending information to blockchain ledger via HTTP
1.1/2 request, in our case — through requests python library
in Django framework. Each participant of the supply chain
has separate node for each of them acting as both node
allowing to connect to the blockchain network and a
separate interface for APl communication, not to overlap
with other participants’ nodes;

e Miner node. This node is required for a Proof of
Work consensus mechanism, confirming writing operati-
ons in the ledger. It might be theoretically combined with
JSON-RPC node, so that one node has two of those cha-
racteristics, separate testing will be conducted for that
matter [12].

Starting state of the blockchain network is described
in the genesis.json file, which is located in the ethereum-
network folder, which is allocated for source files used to
set up distributed network. So basic accounts and funds
allocations are specified in genesis.json file. In the scope of
current research, creating new network is implemented as a
part of running this solution via docker-compose, but it is
planned to improve it later on with separating the private
blockchain network and making it external, so that propose
dockerised solution only deploys one blockchain node to
connect to the existing network to reduce load on the server
and maintenance costs. Also, each bootnode has to generate
a enode link, which has to be available to other members of

[{™2d":2, "tit1e": "Sample Todo 27, "descripth a saaple todo ltee”,"completed™:f:
ifem “complebed”:false “created at”:*105-06- 35 S583ETI" “updated et": *2015-56-

d gt " 38]5- 8-

| at":"'2625-03-85T03: 46:45, B 131", "y
171

pdated at":"1025-86-05T0d:46:45, 830658, ["1d": 1, "elnle”: "Sample Todo","descrdption”:"This ls a sasple todo

B5TRA: 4645 ES1658T "), {"id": t
" %, “reguest_poth”: “apiitodol”}

Fig. 2. Docker Running Proxy and Two Servers
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the private blockchain network and those, who is going to
join it. Having multiple enode is complicating the process
and creating more risks of those links being exposed,
allowing malicious actors to access private blockchain
network and manipulate the data. Thus, it might be better
to have one enode as a single source of truth and treat that
enode as a secret link. Additional security mechanisms
might be implemented to secure that enode link, such as
cyphering and deciphering it with a secret/public keys, that
each member of a supply chain has. But this security issue
requires more investigation and is not covered in this paper.
This is also considered as a future improvement.

Resulting images and containers running can be seen
in Docker Desktop window on Fig. 3. Captured logs of
demonstrative solution running can be seen on Fig. 4.

Interface configurations are specified in the general
docker-compose.yaml file, where ports for bootnode and
JSON-RPC interface node are specified. For containers
with those nodes VIRTUAL_HOST also has to be specified
to allow nginx-proxy container to send requests from
mediator server and outside blockchain nodes to those.

Additionally, we can temporarily group all the
blockchain nodes into a sub-network inside our Docker
network to better organize them in our solution. It can be
done by specifying new sub-network in the docker-
compose.yaml file.

It will create necessary images first and then run new
containers based of them. After necessary configuration is
done, we can run our solution via docker-compose up
command.

To check if servers and blockchain containers are
running correctly we first look at the logs, which are being
printed out in the terminal, where docker-compose up
command is executed. Absence of errors there is the first
signal of our solution working correctly on that stage.

Next step to check if blockchain is running correctly
is to try getting network information, such as accounts, via
API client, such as Echo API used in this project.

For that we are sending a POST request first to check
connectivity of nodes. To see the list of peers available, we
send request with raw JSON data and Content-Type header
equal to “application/json”. Raw data has to look like this:
{"jsonrpc™: "2.0", "id": 1, "method": "admin_peers",
"params": []}. As a result, we get a JSON response, body
of which contains information enodes available for use.

localhost:8545 is used as an APl URL, as we
accessing it outside of docker container for now.

This response is a JSON-RPC reply from a Geth (Go
Ethereum) node, specifically the result of calling something
like admin_peers. It lists information about one connected
peer on the Ethereum network. This JSON shows that your
Geth node is connected to one peer at 172.16.254.2:30303,
running Geth v1.10.1, supporting Ethereum protocols
(eth/64-66, snap/1), and currently on a blockchain head
with difficulty. It signals, that it is accessible both outside
the docker environment, as we want it to be, and inside the
docker network. Host will be geth-rpc-endpoint in that case
as we are reaching out through RPC interface node.

Example result of the communication via RPC
interface is displayed on Fig. 5.
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Fig. 4. Docker Solution Logs
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Fig. 5. Peer Connectivity Result

Area for Improvement. Showcased demonstrative
proof of concept of the dockerized blockchain solution
presents main idea of the proposed architecture and proves
its implementation being possible, but it’s still missing
several key features, that are intended to be in the final
solution. First, we deploy and access private blockchain
network alongside deploying original and mediator servers.
It’s done for demonstration purposes, but goal is to make it
possible to connect mediator server to the server outside of
the docker network. It’s not a difficult implementation, but
experimental part of the implementation for that aspect will
be done in a context of next research papers.

The more complicated topic is deploying, maintaining
and connecting to the private blockchain network, that is
shared between mediator servers’ instances. Idea is to setup
and run only RPC miner node alongside the mediator,
which is able to connect to an outside private blockchain
network. Ideal option is to have it check, if the mentioned
network is available and connect to it only if it’s present.
Otherwise, system could set up missing network and
provide necessary credentials for other systems to connect
to it. But plausibility of such implementation is to be
estimated, so this work is also planned for the further
research.

Third aspect for improvement is implementation of
custom smart contracts in Solidity language for custo-
mizing the way requests data is being saved and handled. It
is yet to be researched, how those smart contracts can be
shipped together with the solution, either as a part of initial
setup or a separate script in mediator server, that will trigger
deploying smart contracts from the solution to the private
blockchain network.

Conclusions. The research presented in this paper
demonstrates the feasibility of deploying a dockerised
blockchain network as a modular extension to existing
client-server architectures. By leveraging Docker’s con-
tainerization, networking, and orchestration capabilities, it
becomes possible to encapsulate blockchain nodes,
mediator servers, and reverse proxies into an environment
that is both reproducible and easily maintainable. The

proof-of-concept shows how a mediator server, imple-
mented in Django and connected to an Ethereum private
network via JSON-RPC, can intercept client requests,
record them on a blockchain ledger, and then transparently
forward them to the original server. This validates the core
idea that blockchain technologies can be integrated into
existing infrastructures without fundamentally altering
their design, instead introducing an intermediate layer that
ensures data immutability and trust.

At the same time, the work highlights limitations and
directions for further development. The current architecture
relies on Proof of Work nodes within a Docker subnetwork,
which simplifies experimentation but introduces scalability
and performance constraints. Future iterations of the
system could migrate to more efficient consensus mecha-
nisms, such as Proof of Authority or Proof of Stake, to
reduce latency and computational overhead. Similarly,
persisting data using Docker volumes, refining external
network connectivity, and introducing Solidity-based smart
contracts would strengthen the robustness, adaptability, and
business applicability of the solution.

Overall, the project delivers a working demonstration
of how distributed ledger technologies can be contai-
nerized, orchestrated, and embedded into client-server
ecosystems in a way that lowers deployment complexity
while paving the path for more advanced features. It not
only validates the technical foundation of such integration
but also establishes a framework upon which future
research and enterprise-grade blockchain applications can
be built.
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APXITEKTYPHUM MIIXII 10 3AXUCTY JAHUX Y PO3NOALJIEHII CUCTEMI YIIPABJIHHSA
JAHIIOTOM MMOCTAYAHHS 3 BAKOPUCTAHHSM BJIOKYEWH-BY311B

PimenHst Ha OcHOBI OJIOKdYelHy, peaii3oBane 3a jgormomoror Docker, MoXe IOKpamuTH MOTOYHMIT HU3BKMH PIBEHh BIPOBAIKEHHS PO3IIOMITCHHUX
TEXHONOTIH y Manux Ta cepenHix mianpuemcrBax. lle MOkHA 3pOOMTH IUISXOM HPOEKTYBaHHS Ta BIPOBADKEHHsS CEPEOBHINA, SKE YCIaIKOBYE
MPOCTOTY PO3TOPTAaHHS Ta MacINTabOBaHICTh KOHTEHHEPHHWX CHCTEM i3 OE3MeKOr0 Ta IPO30pICTI0 PO3MOJINIEHUX JOAATKIiB. Y Iiif CTaTTi OMHMCaHO
TPaKTHYHE BIPOBAJKEHHS PIllIeHHS Ha OCHOBI OJOKYeiiHy, po3poOleHOro sfK JEeMOHCTpaliifHy peami3allifo s iCHyrUOl KIli€eHT—CepBepHOI
apxitekTypu. Lle pilieHHs: BUKOPHCTOBYE KOHTelHepr Docker 171st CHIpOIIEHHS HAJIAIITYBaHHS Ta pO3TOPTaHHs NPUBATHOT Mepexi OIOKYeliHy, cepBep-
MOCepeTHAKa Ta 3BOPOTHIN MpoKci-cepBep. BripoBa/pkeHHS 1i€l CHCTEMH B HEBEIMKOMY MacIITadi JEMOHCTPYE MOXIIMBICTBH IHTErpamii TeXHOJOTIT
Orok4eiHy B icHyrodi 6i3Hec-Tporiecn 6e3 QyHAAMEHTaIBHHUX apXiTEKTYPHHX 3MiH i MiATBEpUKYe MPOOIIEMH PO3TOPTaHHS Ta 0OCIYTOBYBAaHHS, SKI
3a3BUYall CYIPOBOKYIOTh PO3MOJIIICHI CUCTEMH, 1110 BUKOPUCTOBYIOTH NPUBATHUI OnokueiiH. OOroBoproBaHa peaizaiis € JEMOHCTPALIEI0 TOTO, 0
po3pobiieHa apXiTeKTypa € MOTEHIIHHO BiJTBOPIOBAHMM i JIETKO IMiITPHMYBAaHHUM CEPEJJOBUIIEM JUIS pEECTpallil Ta MepeBIPKH JaHHUX 3a JOOMOTO0
HE3MIiHHOTO PEeCTpy B MEHIIOMY MaciuTabi. Jloka3 KOHIENIil YCHilIHO IMiITBEpKye OCHOBHY inero. Peamizaiis mokasye, sik cepBep-NOCEPEIHUK
MEPEXOIUTIOE 3aIIUTH KJIIEHTIB, 3amucye iX y npuBatHuid OnokueiH Ethereum uepes intepdeiic JSON-RPC, a motim nepecunae iX Ha OpUTiHAIbHUMA
cepsep. lle miaTBEp/KYye 3MATHICTH DIllIeHHS BIPOBAJWTH HaJiHHUN NPOMIKHMHA piBEHb I HE3MIHHOCTI AaHUX. IIpoekT neMoHCTpye pobouy
CTPYKTYpY 11 BOY/IOBYBaHHs TEXHOJIOTii PO3MOALICHOTO PEECTPY B €KOCHCTEMH KIIiEHT—cepBep. X0oua MOTOYHUI MeXaHi3M koHceHcycy Proof of Work
Mae OOMEXEHHs IOA0 MAacIITabOBaHOCTI, apXiTeKTypa 3a0e3rnedye MIlHYy OCHOBY /Uil MaiOyTHIX JOCHI/DKEHb, BKIIOYAIOYM MEpexi Ha Ol
eeKTHBHI MeXaHi3MN KOHCEHCYCY Ta iHTErpallito CMapT-KOHTPAKTIB.

KarouoBi cioBa: nokepn3oBaHa apXiTeKTypa OJOKUYelHy, YIPaBiiHHS JIAHIIOTaMU ITOCTAaBOK, KOHTEHHEPH30BaHi By3/IH OJOKUYeHHy, Mani Ta
CepejIHi MiIMPUEMCTBA, JTaHIIOT MOCTABOK, 3aXKCT JAHKUX y PO3MOIIICHIH cucTeMi, OJI0KYEHH IPOKCi, aropuT™Me XelryBanust, ethereum.
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GRAPH NEURAL NETWORKS FOR TRAFFIC FLOW PREDICTION: INNOVATIVE APPROACHES,
PRACTICAL USAGE, AND SUPERIORITY IN SPATIO-TEMPORAL FORECASTING

Traffic flow prediction remains a cornerstone of intelligent transportation systems (ITS), facilitating congestion mitigation, route optimization, and
sustainable urban planning. Graph Neural Networks (GNNs) have revolutionized this domain by adeptly modeling the intricate graph-structured nature
of traffic networks, where nodes represent sensors or intersections and edges denote spatial relationships. Recent years (2023-2025) have witnessed a
surge in scientific innovation, with several novel approaches pushing the boundaries of traffic prediction accuracy and robustness. Notably, hybrid GNN-
Transformer architectures have emerged, leveraging the spatial reasoning of GNNs and the temporal sequence modeling power of Transformers to
capture long-range dependencies and complex spatiotemporal patterns. Physics-informed GNNs integrate domain knowledge, such as conservation laws
and traffic flow theory, directly into the learning process, enhancing interpretability and generalization to unseen scenarios. Uncertainty-aware
frameworks, including Bayesian GNNs and ensemble methods, provide probabilistic forecasts, crucial for risk-sensitive applications and adaptive traffic
management in volatile urban environments. This article provides a comprehensive guide to implementing GNNs for traffic flow prediction, detailing
best practices in data preparation (e.g., graph construction, feature engineering, handling missing data), model training (e.g., loss functions,
regularization, hyperparameter tuning), and real-time deployment (e.g., edge computing, latency optimization). We critically compare GNNs to
traditional statistical and deep learning methods, highlighting their superior ability to capture non-Euclidean spatial dependencies, adapt to dynamic and
evolving network topologies, and seamlessly integrate multi-modal data sources such as weather, events, and sensor readings. Empirical evidence from
widely used benchmarks, including PeMS and METR-LA, demonstrates that state-of-the-art GNN models achieve up to 15-20 % improvements in
accuracy metrics such as Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) over conventional baselines. These gains are attributed to
the models’ capacity for dynamic graph learning, attention-based feature selection, and robust handling of heterogeneous data. Drawing on these recent
innovations, this synthesis highlights GNNs' pivotal role in fostering resilient, Al-driven traffic systems for future smart cities, setting the stage for next-
generation ITS solutions that are adaptive, interpretable, and scalable. In addition to these advancements, the integration of real-time sensor data and
external information sources has further improved the responsiveness of traffic prediction models. Modern GNN frameworks are capable of handling
large-scale urban networks, making them suitable for deployment in metropolitan areas with complex road infrastructures. The use of transfer learning
and domain adaptation techniques allows models trained in one city to be effectively applied to others, reducing the need for extensive retraining.
Furthermore, explainable Al approaches within GNNs are gaining traction, enabling stakeholders to understand and trust model decisions in critical
traffic management scenarios. Recent research also explores the fusion of GNNs with reinforcement learning, enabling adaptive control strategies for
traffic signals and congestion pricing. The scalability of GNNs ensures that they can process data from thousands of sensors in real time, supporting city-
wide traffic optimization. Advances in hardware acceleration, such as GPU and edge computing, have made it feasible to deploy these models in latency-
sensitive environments. Collaborative efforts between academia, industry, and government agencies are driving the adoption of GNN-based solutions in
smart city initiatives. As urban mobility continues to evolve, the ability of GNNs to incorporate emerging data modalities, such as connected vehicle
telemetry and mobile device traces, will be crucial for future developments. The ongoing refinement of model architectures and training protocols
promises even greater accuracy and robustness in traffic flow prediction. Ultimately, the convergence of GNNs with other Al technologies is set to
transform intelligent transportation systems, paving the way for safer, more efficient, and sustainable urban mobility.
Keywords: Graph Neural Network, Traffic Flow Prediction, Graph Convolutional Network, Graph Attention Network, Mean Absolute Error.

Introduction. In an era of rapid urbanization, traffic
congestion inflicts substantial economic losses — estimated
at over $160 billion annually in the U.S. alone — and
exacerbates environmental issues through increased
emissions [1]. Accurate traffic flow prediction, which
forecasts metrics like vehicle volume, speed, and density,
is pivotal for proactive ITS interventions. Traditional
approaches, such as autoregressive integrated moving
average (ARIMA) and support vector regression (SVR),
falter in handling the non-linear, spatio-temporal comp-
lexities of modern traffic networks [2]. Enter Graph Neural
Networks (GNNSs), a paradigm-shifting technology that
treats traffic systems as graphs, enabling the propagation of
information across interconnected nodes. Innovations since
2023 have infused GNNs with transformative elements,
such as integration with Transformers for enhanced tem-
poral modeling, physics-informed constraints for realistic

simulations, and conformal prediction for uncertainty
quantification.

These advancements not only boost predictive
accuracy but also enable applications in emerging scenarios
like UAV-based monitoring and federated learning for
privacy-preserving predictions. This article expands on
prior overviews by emphasizing innovation, providing a
step-by-step usage guide, and justifying GNNSs' superiority
through comparative analyses. We explore how these
models are deployed in real-world predictions and why
their graph-centric design makes them unparalleled for
capturing the ripple effects of traffic dynamics.

Traffic flow prediction tasks span short-term
(minutes) to long-term (hours/days) horizons, utilizing data
from diverse sources: inductive loop detectors, GPS
trajectories, cameras, and loT sensors [3]. These datasets,
often irregular due to varying road densities, form spatio-
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temporal graphs where spatial edges reflect connectivity
(e.g., distance-weighted or functional similarity) and
temporal dimensions capture evolution over time. GNNs
extend convolutional operations to graphs via message-
passing: each node aggregates features from neighbors,
updated through layers to learn embeddings.

Variants include GCNs for spectral filtering, Graph
Attention Networks (GATs) for weighted neighbor
aggregation, and GraphSAGE for inductive learning on
unseen nodes [1]. In traffic contexts (Fig. 1), Spatio-Tem-
poral GNNs (ST-GNNs) fuse these with temporal modules
like RNNs, CNNs, or Transformers to model dynamic
patterns [4]. Graph construction is innovative in itself:
beyond static adjacency matrices, adaptive graphs learn
edges from data embeddings, while heterogeneous graphs
incorporate multi-type nodes (e.g., roads vs. intersections).
Benchmarks such as PeMS (highway data from California),
METR-LA (Los Angeles arterials), and NYC Taxi evaluate
models on MAE, RMSE, and MAPE, often under missing
data or anomaly conditions.
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Fig. 1. Traffic Flow Prediction with Graph Neural Networks

Statement of the problem. The primary task in this
article is to develop and evaluate Graph Neural Networks
(GNNSs) for accurate traffic flow prediction by modeling
the spatio-temporal dependencies in urban road networks
as graphs [5]. This involves forecasting key metrics such as
vehicle speed, volume, and density over short- to long-term
horizons using historical data from sensors and GPS. The
goal is to enhance intelligent transportation systems (ITS)
for real-time congestion management, route optimization,
and reduced emissions, ultimately contributing to more
efficient and sustainable urban mobility.

State-of-the-Art Approaches. Recent classifications
divide ST-GNNs into recurrent-based, convolutional-
based, attention-based, and self-adaptive categories, with
2023-2025 innovations adding hybrid and physics-aware
paradigms. Below, we detail these, highlighting innovative
extensions with approximate model structures (table 1.

Graph Convolutional Recurrent Neural Networks.
These blend GCNs with recurrent units (e.g., GRU/LSTM)
for sequential modeling. T-GCN (2019) set the foundation,
but 2025's ContinualNN innovates with incremental
learning for streaming data, adapting to evolving patterns
without full retraining. Dynamic Graph Convolutional
Networks with Temporal Representation Learning
(DGCN-TRL, 2025) introduces dynamic node embed-

dings, achieving 12 % MAE reduction on volatile datasets
[6].

Fully Graph Convolutional Networks. Eschewing
recurrence for efficiency, these use stacked convolutions.
Graph WaveNet (2019) uses adaptive diffusion, but BigST
(2024) innovates with graph partitioning for linear
scalability on mega-networks. Multi-scale ST-GNN (2025)
employs wavelet decomposition for multi-resolution
analysis, outperforming 15 baselines by 10-18 % on PeMS.
GraphSparseNet (2025) adds sparsity for large-scale predi-
ctions, reducing computation by 40 %.

Graph Multi-Attention  Networks.  Attention
mechanisms dynamically prioritize features. AST-GCN
(2019) uses multi-head attention, but DynaKey-GNN
(2025) innovates with key-node identification via multi-
graph fusion, excelling in heterogeneous traffic (12.37 %
accuracy boost). T-RippleGNN (2025) models ripple
propagation, capturing cascading effects with attentive
layers, yielding 8-10 % RMSE gains. Navigating Spatio-
Temporal Heterogeneity (2024) integrates Graph Transfor-
mers for handling data variance.

Self-Learning Graph Structures. These learn
topologies end-to-end. Adaptive Traffic Prediction Frame-
work (2025) uses reinforcement learning for hyperpa-
rameter optimization, reducing manual tuning and impro-
ving RMSE by 3.6 %. Uncertainty-aware Probabilistic
GNN (2025) incorporates Bayesian inference for robust
predictions under uncertainty. Virtual Nodes Improve
Long-term Traffic Prediction (2025) adds synthetic nodes
to enhance global context.

Table 1 — Key Models for traffic flow prediction

Key Models _ Perfgrmance
Category (2023-2025) Innovations Il\/Ietrlcs (Avg.
mprovement)
Recurrent- DGCN-TRL, |Incremental 12 % MAE
Based ContinualNN | learning, reduction
dynamic
embeddings
Convolutional | SBT, Sparsity, 5-18 %
1-Based GraphSparseN | partitioning, | RMSE gains,
et, Multi-scale | wavelets faster
ST-GNN
Attention- DynaKey- Ripple 8-12 %
Based GNN, T- modeling, accuracy in
RippleGNN | heterogeneity dynamic
handling scenarios
Self-Learning | Adaptive RL 3-15%
Framework, |optimization, | robustness
Probabilistic | Bayesian boost
GNN, Virtual [uncertainty,
Nodes synthetic
nodes

Innovative Applications and Extensions. Beyond
core architectures, 2023-2025 innovations extend GNNs to
novel domains. Physics-informed models like TG-PhyNN
embed traffic flow equations into GNN layers for
physically plausible predictions. Conformal GNNs (2025)
provide prediction intervals, crucial for safety-critical
applications. Heterogeneous GNNs, as in VisitHGNN
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(2025), model multi-modal transport (e.g., bikes, vehicles)
with diverse node types.

Federated learning integrations, like Transformer-
GNN FL (2025), enable decentralized training across cities
while preserving privacy [7].

Causal ST-GNNs (2024) infer cause-effect relati-
onships, predicting disruptions from events like accidents.
These extensions underscore GNNs' versatility in inno-
vative (Fig. 2), real-world ITS scenarios. By modeling tem-
poral and spatial causality, these networks can proactively
identify potential bottlenecks and suggest optimal rerouting
strategies. This capability enhances traffic management
systems, enabling more resilient and adaptive responses to
unexpected incidents.

2023 2024 2024 2025 2025 2025

D= Y D= I Y= DI

Causal ST-

Foundational
GNN GNNs

VisitHGNN
Heterogeneous

Architectures GNNs model

_ Causal spatio-
TG-PhyNN temporal GNNs
of core GNN Physics- infer cause-
models for informed GNN effect
traffic integrates relationships
prediction traffic flow
equations

Conformal
GNNs

Transformer-
GNN FL

Federated
learning
enables

decentralized,
privacy-
preserving
training

Fig. 2. Key GNN Innovation in Intelligent Transportation
(2023-2025)

Establishment multi-modal

transportation
Uncertainty
quantification
with prediction
intervals

How to use GNNs in Traffic Flow Prediction.
Implementing GNNs involves a structured pipeline,
leveraging libraries like PyTorch Geometric or DGL.

Data Preparation: Collect spatio-temporal data (e.g.,
from PeMS). Construct graphs: nodes as sensors, edges via
distance thresholds or adaptive learning. Normalize
features (speed, volume) and split into train/test sets (e.g.,
70/30).

Model Selection and Configuration: Choose an ST-
GNN variant (e.g., STGCN for basics, T-RippleGNN for
dynamics). Define layers: GCN for spatial, GRU/Transfor-
mer for temporal [8]. Incorporate innovations like attention
for weighting or physics constraints.

Training: Use loss functions like MAE. Optimize with
Adam, incorporating early stopping. For large graphs,
employ mini-batching or sparsity techniques. Train on
GPUs for efficiency, monitoring overfitting via validation.

Prediction and Deployment: Input historical sequen-
ces to forecast future flows. Deploy via cloud (e.g., AWS)
for real-time inference, integrating with APIs for ITS apps.
Handle uncertainties with conformal methods.

Evaluation and Iteration: Assess on metrics; fine-tune
hyperparameters via RL if using adaptive frameworks. This
process enables predictions with 95 %+ accuracy in
controlled settings [9].

GNNs excel due to their innate alignment with
traffic's graph topology, surpassing grid-based CNNs or
sequence-only RNNs. Traditional models ignore spatial
correlations, leading to 20-30 % higher errors in intercon-
nected networks. GNNs capture non-Euclidean dependen-
cies via message-passing, modeling ripple effects (e.g.,
congestion propagation) [10]. Key factors why GNNs are
the best choice are demonstrated on the chart below (fig. 3).

Empirical evaluations of GNNs for traffic flow
prediction from 2024 to 2025 consistently demonstrate

superior performance over traditional baselines, with
improvements ranging from 10-50 % in key metrics such
as Mean Absolute Error (MAE), Root Mean Squared Error
(RMSE), Mean Absolute Percentage Error (MAPE), and
R2[11]. These gains are primarily attributed to GNNS'
ability to model spatio-temporal dependencies, dynamic
topologies, and non-linear patterns in graph-structured
traffic data, which baselines like ARIMA (statistical time-
series) and LSTM (recurrent neural networks) fail to
capture effectively. Baselines often exhibit higher errors
due to assumptions of linearity, ignorance of spatial
correlations, and poor handling of anomalies or long-term
horizons. In contrast, innovative GNN variants incorporate
attention mechanisms, quantum embeddings, Neural
ODEs, and message-passing for enhanced adaptability and
robustness [12]. The aggregated table below synthesizes
comparisons across datasets (table 2), highlighting baseline
shortcomings and GNN advancements. GNN-based models
demonstrate superior generalization across diverse urban
environments and varying traffic conditions. Their flexible
architectures allow seamless integration of external factors
such as weather, events, or road incidents, further boosting
predictive accuracy. Recent studies also emphasize the
scalability of GNNs, enabling efficient learning even as
network size and data complexity grow.

Uncertainty
Handling

A A [ ;\\
Multi-Modal = / D, \ //‘
Integration 7N\ GNN (WA
(W2 > | : |
\ ] ¥ Superiori . ;
"/ \ Sty o
a { \
r o \ /(s )
V = \ )
Adaptability 1 —

Fig. 3. Factors Contributing to GNN Superiority in Traffic
Prediction

As a result, GNNs consistently outperform traditional
baselines in both short-term and long-term forecasting
scenarios. This consistent outperformance underscores the
transformative potential of GNNs for real-world intelligent
transportation systems and data-driven urban planning.
Moreover, the modularity of GNN frameworks facilitates
rapid adaptation to new data sources and evolving traffic
patterns. Ongoing research continues to expand their
capabilities, paving the way for even more accurate and
resilient traffic prediction solutions in the future.

Conclusion. GNNs have fundamentally redefined the
landscape of traffic flow prediction, establishing
themselves as the state-of-the-art for spatio-temporal
forecasting in intelligent transportation systems. The period
from 2023 to 2025 has been marked by a wave of scientific
innovations — ranging from physics-informed and causal
GNNs to federated, heterogeneous, and uncertainty-aware
frameworks — that have expanded the practical applicability
and scientific rigor of GNN-based models. These
advancements enable GNNs to not only capture the
complex, non-Euclidean dependencies inherent in urban
traffic networks but also to adapt to dynamic topologies,
integrate multi-modal data, and provide interpretable,
physically plausible, and risk-aware predictions.
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Table 2 — Results of research

Baseline
Baseli Metrics New GNN | Metries (MAE
Dataset/ '\zjlse ine (MAE/ ew etrics ( Improvement (%) Reason GNN Better
odel Model /I RMSE /
RMSE / MAPE / R?)
MAPE / R?)
METR- ARIMA -/5.8/ Proposed —12.6/58% 55 % RMSE, Captures graph
LA/ 12.5%/0.68 GNN /0.91 54 % MAPE, dependencies via
Avg. 34 % R2? dynamic construction
and attention for non-
linear spatio-temporal
modeling
METR- LSTM —141/193% Proposed —12.6/58% 37 % RMSE, Integrates GCNs and
LA/ /0.79 GNN /0.91 38 % MAPE, RNNs for holistic
Avg. 15% R? spatio-temporal
aggregation
METR- DCRNN -133/75% Proposed -/26/58% 21 % RMSE, Enhanced with temporal
LA/ /0.85 GNN /0.91 23 % MAPE, attention for adaptive
Avg. 7 % R? long-range forecasting
PEMS- ARIMA -16.4/ Proposed -13216.7% 50 % RMSE, Graph updates handle
BAY / 15.1%/0.62 GNN /0.85 56 % MAPE, connectivity changes
Avg. 37 % R? and anomalies
PEMS- LSTM -15.21 Proposed —-132/6.7% 38 % RMSE, Hybrid layers improve
BAY / 11.8%/0.73 GNN /0.85 43 % MAPE, generalization across
Avg. 16 % R2 horizons
PEMS- DCRNN —143194% Proposed -132/6.7% 26 % RMSE, Attention mechanisms
BAY / /0.79 GNN /0.85 29 % MAPE, prioritize influential
Avg. 8 % R? nodes
SZ-Taxi/ YOLOv3 2.717/3.989/ MTH- 253413732/ 7 % MAE, Hyperbolic quantum
15 min —10.834 QGNN —/0.854 6 % RMSE, embeddings for
2% R? continuous-time
dynamics
SZ-Taxi/ FedAGAT 2.964/5.73/ MTH- 276713947/ 7 % MAE, Neural ODEs evolve
60 min —/0.656 QGNN —10.843 31 % RMSE, graphs for long-term
28 % R? stability
Los-Loop GECRAN 3.728/6.008 / MTH- 3.180/5.123/ 15 % MAE, Quantum layers enhance
/15 min —10.684 QGNN —/0.809 15 % RMSE, robustness to
18 % R? fluctuations
Los-Loop | FVMD-WOA- | 6.289/9.368 / MTH- 5.823/7.267/ 7 % MAE, Continuous modeling
/60 min GA —/0.559 QGNN -10.729 22 % RMSE, via ODEs for accurate
30 % R? long horizons
Sioux MLP 0.03077/ MPNN 0.02899 / 6 % MAE, Message-passing
Falls/ 1D 0.04082/—/ 0.03921/-/ 4 % RMSE, captures node
0.94808 0.95210 04%R? interactions
Sioux GCN 0.05931/ MPNN 0.02899 / 51 % MAE, Gated layers improve
Falls/ ID 0.07889/—/ 0.03921/-/ 50 % RMSE, feature propagation
0.80610 0.95210 18 % R?
Sioux GCN ~060/—-/-/- MPNN ~035/-/-1/- ~42 % MAE Maintains performance
Falls / via adaptive messaging
O0oD
(Capacity
90 %)
XY-ETS TCN —/—1-/- RSCN —[=1-/- 11 % MAE, RBF convolutions for
/ 3-step 18 % RMSE, enhanced mapping
2 % MAPE
XY-ETS LSTM —/—1-/- RSCN —/—1-/- 10-15 % MAE, Adaptive clustering for
/ 12-step 15-20 % RMSE, fluctuation handling
5-10 % MAPE
M3 BIiLSTM/ATT ~60-80 / Hybrid ~50-70/ 10-20 % GRU with TFDs
Freeway / ~80-100/ GRU ~70-80/ MAE/RMSE/MAPE | resolves ambiguities
10-60 min ~15-25% /- ~10-20 % /— efficiently

GNNs have fundamentally redefined the landscape of
traffic flow prediction, establishing themselves as the state-
of-the-art for spatio-temporal forecasting in intelligent

transportation systems. The period from 2023 to 2025 has
been marked by a wave of scientific innovations — ranging
from physics-informed and causal GNNs to federated,
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heterogeneous, and uncertainty-aware frameworks — that
have expanded the practical applicability and scientific
rigor of GNN-based models. These advancements enable
GNNs to not only capture the complex, non-Euclidean
dependencies inherent in urban traffic networks but also to
adapt to dynamic topologies, integrate multi-modal data,
and provide interpretable, and risk-aware predictions.
Despite their remarkable progress, GNNs for traffic
flow prediction face several critical challenges that must be
addressed to enable widespread real-world adoption. First,
scalability remains a major bottleneck: while models like
LightST achieve linear complexity, real-world urban
networks often exceed 10° nodes and 107 edges (e.g., full-
city GPS traces), leading to memory overflow and
inference latencies over 100 ms per step on standard GPUs.
Graph sampling and partitioning techniques help, but risk
losing long-range dependencies. Second, data quality and
availability pose persistent issues — sensor failures cause up
to 20 % missing values in PeMS datasets, and GPS noise
introduces spatial inaccuracies of 10-50 meters, degrading
prediction robustness. Third, interpretability is limited,;
black-box GNNs hinder trust in safety-critical ITS, where
understanding why a congestion alert was issued is
essential for human operators. Fourth, privacy concerns
arise in federated and crowd-sourced systems — raw
trajectory data can reveal individual mobility patterns,
violating GDPR and local regulations. Finally, real-time
deployment on edge devices (e.g., traffic cameras, roadside
units) is constrained by power (<5W) and compute
(£ 1 TFLOPS), making full GNN inference impractical
without aggressive quantization or distillation. Looking
ahead, several promising research directions can overcome
these hurdles and unlock next-generation traffic intelli-
gence. Quantum-inspired GNNs leverage tensor networks
and variational quantum circuits to accelerate message
passing, potentially reducing computation by 10-1000 for
large graphs, as early simulations suggest. Advanced
federated learning frameworks with differential privacy
and secure aggregation will enable collaborative training
across cities without exposing raw data, already reducing
privacy risks by 90 % in pilot studies. Multimodal fusion
integrating LiDAR, video, weather, and social media
signals via heterogeneous GNNSs is expected to improve
accuracy by 8-12 % during extreme events (e.g., storms,
protests). Explainable Al (XAIl) for GNNs, such as
attention rollout visualization and causal intervention, will
generate human-readable rationales (e.g., “congestion at
Node 42 due to accident at Node 15”), enhancing operator
trust. Edge-optimized deployment using 4-bit quantization
and neural architecture search (NAS) can compress models
to <10 MB while preserving 95 % accuracy, enabling sub-
50 ms inference on embedded hardware. Finally, zero-shot
and meta-learning GNNs trained on diverse city templates
will generalize to unseen road networks without retraining,
a crucial step toward global-scale traffic prediction
systems. By systematically addressing these challenges
through interdisciplinary innovation, GNNs will evolve
from research prototypes into foundational components of
autonomous, resilient, and equitable urban transportation
ecosystems. Looking ahead, the future of GNNSs in traffic
flow prediction is poised for even greater transformation.

Quantum-inspired GNNs may offer breakthroughs in
computational speed and scalability, while integration with
autonomous Al agents could enable self-adjusting, real-
time traffic management systems. Zero-shot and transfer
learning approaches promise to extend GNN capabilities to
previously unseen networks, reducing the need for
extensive retraining. Furthermore, a growing emphasis on
explainability and equity — such as mitigating urban biases
and ensuring fair access to mobility benefits — will be
essential for widespread adoption and societal trust.

In summary, GNNs — fortified by recent scientific
advances — are transforming traffic flow prediction from a
heuristic-driven task into a precise, adaptive, and
explainable science [1, 4]. Their practical superiority over
traditional methods, coupled with robust implementation
frameworks, positions GNNs as the cornerstone of inno-
vative, sustainable, and equitable mobility solutions for the
smart cities of tomorrow. As research continues to address
current challenges and explore new frontiers, GNNs will
remain at the heart of resilient
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T'PA®OBI HEWPOHHI MEPEKI JIJISI TIPOTHO3YBAHHS TPAHCIHOPTHOTI'O ITIOTOKY:
IHHOBANIUHI MIAXOAU, TIPAKTUYHE BUKOPUCTAHHSA TA IIEPEBAT'H Y TIPOCTOPOBO-
YACOBOMY INPOI'HO3YBAHHI

IIporHo3yBaHHSI TPAaHCHOPTHUX IMOTOKIB 3AJIMIIAETHCS HAPIKHUM KaMEHEM IHTENeKTyaJbHUX TpaHcnopTHux cucreM (ITS), cnpusioun 3MeHIIEHHIO
3aTOpiB, ONMTWMIi3allii MapmpyTiB i cTajoMy MichkoMmy IuaHyBaHHIO. I'pacdoBi Heliponni mepexi (GNN) 3uilicHuim peBolroIio B Iii ramysi,
MOJIENTIO0YH CKIIaJHY IpadoBy CTPYKTYPY TPAaHCIIOPTHHX MEPEK, J€ BY3IIH MPEACTAaBIAIOTh AAaTIYHKH ab0 mepexpects, a pebpa — MPOCTOPOBi 3B’ A3KH.
Oco6auBo BuaistoTECs ridpuaHi apxitektypu GNN-Transformer, siki noeguytots npoctopose MozemoBanHs GNN i3 noryxHictio Transformer s
00poOKH YacOBHX MOCIIIOBHOCTEH, 1[0 T03BOJISIE 3aXOILTFOBATH JAJIeKi 3aIeKHOCTI Ta CKJIaHI POCTOPOBO-4acoBi maTepHu. Pi3smaHO-00rpyHTOBaHI
GNN iHTerpyroTh JOMEHHI 3HaHHS, TaKi K 3aKOHU 30€PEeKEHHS Ta TEOPis TPAHCIOPTHUX MOTOKIB, OE3MOCEPEHBO B MPOIIEC HABYAHHS, ITi[BUIIYIOUH
IHTEPIPETOBAHICTb 1 3aTHICTD JI0 y3arajJbHEHHs Ha HOBI cueHapii. @peliMBOpKHU 3 ypaxyBaHHSIM HEBH3HAUCHOCTI, BKJIOYatouu OaiteciBcbki GNN Ta
aHcaMOJIeBi MeToaH, 3a0e3MedyroTh HMOBIPHICHI NMPOTHO3M, IO € KPUTUYHO BAKIIMBHM JUIS 3aCTOCYBaHb, UyTJIMBUX 10 PH3HUKIB, 1 aJATHBHOTO
YTIpaBJTiHHS TpadikoM y MIHIMBUX MiCBKUX cepefoBUmax. Llf cTaTTd € KOMIUIEKCHUM JOCTiKeHHAM i3 BrpoBamkeHHs GNN s mporHo3yBaHHS
TPAHCIIOPTHUX TOTOKIB, JETAIBLHO ONMUCYIOUM HAMKpalli MPaKTUKH MiIArOTOBKM JaHMX (HAmMpHKiIaj, nmoOynoBa rpadis, iHXKeHepis O3HaK, oOpoOka
TIPOITYIIEHNX JIaHWX), HaBYaHH:A Mojeneil (Hanpukia, GyHKIT BTpaT, peryaspusallis, HalallTyBaHHS TilleprnapaMeTpiB) i po3rOpTaHHS B PeaTbHOMY
yaci (Hanpukiaz, edge computing, onTuMizamnis 3aTpuMoK). Kputraao npoanaiizoBano MoxinBocTi GNN mopiBHSHO 3 Tpa uIlifHUMU CTaTHCTHIHHMH
Ta TIIMOOKMMH HEHPOHHMMH MEpeXaMH, MiJKPECIIOIYM IXHIO MepeBary y BHSBICHHI HEEBKIIJIOBUX HPOCTOPOBUX 3aJEKHOCTEH, ajamTaiii 10
JIMHAMIYHIX 1 3MiHHUX TOTIOJIOTi# Mepeski Ta 6e31I0BHi iHTerpallii My IbTUMOAANBHAX JKEPEN JaHNX, TAKUX SIK ITOT0/1a, MOl Ta IOKa3HUKH JIATIHKIB.
EmmipidHi 1aHi 3 MIMPOKO BUKOPHCTOBYBaHNX OeHUMapkiB, 30kpema PeMS i METR-LA, nemoncTpytoTh, 1m0 cydacHi mogeni GNN pocsrarors g0 15—
20 % moKpamieHHs TOYHOCTI 32 TAKMMU METPUKaMH, K cepents abcomoTra nomuika (MAE) ta cepenupokBaapariyna mommika (RMSE), nopiBHsHO
3 TpauuiifHuMu 6a3oBuMM migxonamu. Crmparoumck Ha IIi iHHOBaIii, BuAiNeHo KmodoBy pomb GNN y po3BuTKy criiikux, Al-opieHTOBaHHX
TPAHCIOPTHUX CHUCTEM JUII MaWOYTHIX PO3yMHMX MICT, 3aKJIaJalodd HiAIPYHTA U8 HACTYIHOro MOKoxdiHHS ITS-pimeHs, sKi € aJanTHBHUMH,
IHTEepIpeTOBaHUMH Ta MaciitaboBaHuMH. OKpiM MX JOCSATHEHb, IHTETpallis JaHUX i3 JATYMKIB y pealbHOMY 4aci Ta 30BHIIIHIX JPKEPEN TOAATKOBO
T IBUIIMIIA 9y TINBICTH MOieNeH Tporao3yBaHHs Tpadiky. CydacHi dpeiimopkr GNN 31aTHI 06p0o0IATH BemMKOMacITaOHi MiCbKi MEpeski, 0 poOUTh
X TIPUJATHUMH T BIIPOBADKEHHS y METarodicax i3 CKJIaIHO JTOPOXKHBOI iH(ppacTpyKTyporo. Bukopucranns MertofiB transfer learning i domain
adaptation 103BOJIsIE 3aCTOCOBYBATH MOJIENI, HABYEHI B OJJHOMY MICTi, J0 iHIIKX 0e3 HeoOXiqHOCTI MaciTabHOTO nepeHaBuanHs. Kpim Toro, miaxoau
explainable Al y GNN HabuparoTh MOIy/IsSpHOCTI, JJal04M 3MOTY 3alliKaBJI€HHM CTOPOHAM PO3YMITH ¥ JOBIpATH DIIIEHHSIM MOZENi y KPUTUYHHX
CIeHapisx ynpasiiaHs Tpadikom. MacmradoBanicte GNN rapaHTye MOXJUTHBICTE OOPOOKH JIAHUX i3 THCSY AATYHKIB y peaJbHOMY Yaci, MiATPHMYI0UH
onTuMizanio Tpadiky Ha piBHI Bcboro micta. CHijbHI 3yCHIUIS aKaJIeMIuHHUX KiJl, iHAYCTpil Ta Aep)KaBHUX OPraHiB CIIPUSIOTH BIPOBAKEHHIO PillIeHb
Ha ocHoBi GNN Yy iHiniaTHBax po3yMHHX MicT. I3 po3BHTKOM Michkoi MOOLTEHOCTI 31aTHICTE GNN iHTErpyBaTH HOBI THIIM JIAHMX, TaKi K TeleMeTpis
T IKITFOUEHHX TPAHCIIOPTHHX 3ac00iB 1 TpeKH MOOITBHUX NIPUCTPOIB, CTaHE BUiMabHO. ITofasbIe BIOCKOHaICHHS MOJIeNel i IPOTOKOJIiB HABUaHHS
o0irsie e OimbLIy TOYHICTH 1 HAMIMHICT MPOTHO3YBaHHS TPAHCIOPTHUX MOTOKIB. 3pemToro, koHBepreHiss GNN 3 iHmmMu Al-TexHomorismu
TpaHchopMye iHTeNeKTyallbHi TPAaHCTIOPTHI CHCTEMH, TIPOKJIAJAI0Y N MUISAX 10 Ge3nedHimol, epeKTUBHINIOI Ta CTIHKIMOoi MichKoi MOOLITBHOCTI.

Kurouogi cioBa: rpadoBi HelipoHHI Mepexi, NPOTHO3YBaHHS MOTOKY Tpadiky, rpadoBi 3ropTKoBi Mepeski, TpadoBi Mepexi yBaru, cepenHs
a0CoM0THA MOXHOKA.
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PRACTICAL AND THEORETICAL ASPECTS OF MATHEMATICAL MODELING OF THE
OPTIMIZATION PROCESS OF MANAGING MULTIGROUP BEHAVIOR OF AGENTS IN DISTRIBUTED
SYSTEMS BASED ON THE GWO ALGORITHM

This work focused on the applied aspects and features of the gray wolf pack optimizer or the GWO algorithm in the context of application in multi-agent
distributed systems. In this paper presented scientific materials regarding the proposed own ideas, assumptions, and hypotheses for analyzing and further
verification in the fields of computer sciences, optimization methods and solving of applied mathematical and engineering problems. The object of the
research is the process of organizing distributed systems based on computational intelligence. The subject of the research is the organization of
algorithmic interaction in multi-agent intelligent systems in the context of mathematical modeling of the optimization process of multi-group behavior
management. The goal of the research is to investigate the key practical and theoretical applied aspects and specifics of the application of the gray wolf
pack optimizer or the GWO algorithm and its modifications; to study the features of modeling the behavior of intelligent agents of a gray wolf pack
under the guidance of computational intelligence. The methods used: the method of analysis and synthesis, abstraction and concretization, comparison
and analogies, the method of mathematical modeling and the method of scientific and search experiment. The results obtained: 1) analyzed the solid
theoretical materials in the field of applied application of the GWO algorithm; 2) analyzed the key tactical and strategical techniques of mathematical
modeling of the behavior of intelligent agents; 3) formed general approaches to mathematical modeling of multi-group interaction of self-organized
multi-agent formations; 4) considered and analyzed the problems of coordination and agents interaction in a multi-agent distributed system; 5) considered
the applied application of multi-agent systems in problems of science, engineering, computer and robotic systems; 6) identified the main limitations of
the application of the gray wolf pack algorithm (GWO). Further developed the concept of mathematical modeling of the gray wolf pack algorithm
(GWO) using the example of separately selected tactical and strategic techniques for organizing a wolf pack in the form of a multi-group multi-agent
distributed system. Scientific novelty: proposed a new way to solve already solved selected optimization problems (separate optimal spherical objects
packing into limited container problems) that we have listed in the paper. The main idea of the paperwork is to increase the iterational speed and accuracy
of the search algorithm process by using a heuristic swarm intelligence algorithm, known as the Gray Wolf pack Optimizer or the GWO index. We
proposed the use of a special qualitative and numerical indicator to determine the efficiency of individual wolf pack agents by using evaluation parameters
during the optimization process or in real time. Were defined new tactical and strategic methods of wolf packs organization in the process of self-
organizing in a pack. Practical Significance: 1) we put forward an idea-hypothesis, for verification in subsequent works, which is based on multi-group
multi-agent self-organization of a distributed system on the basis of qualitative and numerical indicators, which are planned to be calculated based on
complex coordination-characteristic methods and heuristic dynamically changing data. It is proposed to verify the hypothesis about new calculated
evaluation parameters of the effectiveness of wolf pack agents; 2) future research works are planned to expand the scope of application of the gray wolf
pack algorithm (GWO) in combination with our other promising ideas in the field of computational intelligence for solving already known, but
inefficiently solved optimization problems; 3) in the context of the process of mathematical modeling using the GWO algorithm, it is planned to pay
attention to the problem of the artificiality of the principle of generation and distribution of a random variable in stochastic variables of the algorithm,
the issues of which were not sufficiently covered in the works found in the references or can be modified to increase the efficiency of the algorithm in
solving selected problems; 4) proposed as a new solution to use the GWO algorithm in the selected optimal spherical objects packing problems for
solving them in more efficient way. Conclusions: this work considered the main practical and theoretical aspects and many-sided application of the
optimization algorithm of the gray wolf pack optimizer (GWO). The applied application of this algorithm in various scientific and practical problems in
the context of mathematical modeling of multigroups multiple-agents behavior was considered. The basic principles of the organization of a wolf pack
were analyzed and separate strategies of coordination and hunting by a wolf pack were determined. The key characteristics and problems of the gray
wolf pack optimizer algorithm (GWO) were defined and considered the ways to solve them in the most efficient way.

Keywords: computational intelligence; optimization methods; operations research; distributed systems; grey wolf optimizer (GWO); swarm
intelligence; mathematical modeling; multi-agent systems; optimal packing.

Introduction. Swarm intelligence algorithms have are based on adaptive reactive behavior to system indi-
been described from natural life forms, from their strategies  cators, which change depending on the input information
of behavior and actions, in specific situations, such as and by introducing a share of randomness (stochasticity)
hunting, protection and others [1]. Algorithms of this class  into the overall optimization process [2].
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Experimentality and adaptability in the context of
heuristic research methods are a set of techniques, logical
methods and practices used when input information is
incomplete or in conditions of complete or partial
uncertainty [3].

In practice, many different approaches and techniques
are used to adapt the classical version of the algorithm to
the non-trivial problem being solved. In the context of this
work, most of the attention is focused on the study of the
gray wolf pack optimizer algorithm (GWO) and its
modifications known as variations, the classical version of
which, in combination with other algorithms and
techniques in the field of swarm intelligence gave us a large
species population of the algorithm, and you can find some
of them in the works by the references [4-6]. In this
research we are staying focused on the individual
modifications of the gray wolf pack algorithm (GWO) as
an algorithm of the swarm intelligence class that can be
used in various aspects of the science, engineering,
medicine, computer science and other fields of science and
technology. The clear examples are presented in the
research.

Key tactical and strategic techniques for modeling
the behavior of the gray wolf pack (GWO) algorithm.
The Grey Wolf pack Optimization algorithm (GWO) is an
algorithm of the stochastic optimization and swarm
intelligence class [7].

The stochasticity of the mathematical modeling of the
grey wolf pack algorithm consists in introducing a random
variable at each iteration stage to artificially generate the
movement of the wolf population on the solution search
plane. The main idea for the algorithm was taken from the
nature of the hunting process, the social hierarchy of the
wolf pack. The subject of the study was the behavior of the
wolf on the hunt, the tactical and strategic methods of
wolves [8]. The algorithmic model of the wolf pack agent
system is an attempt to reproduce the tactical and strategic
methods of wolves, as a species of animals under the
control of a computer. The rapid adaptation of wolf and its
adaptation to constant landscape changes is a specific
feature of the wolf pack that should be used to quickly find
optimal solutions. Important to note that the prey hunted by
a pack of wolves in the wild nature is a multiple set of local
solutions, among which the pack leader chooses one
optimal one at this iteration (based on his experience and
information from the pack) and directs the pack to the prey
or the optimum point to get.

A pack of wolves, like other predators in nature,
reduces the population of other animals. Wolves in nature
most often hunt ungulates. A group of wolves does not
often dare to attack a large herd, but rather begins to
perform tricky maneuvers in order to divide the herd and
attack those who have broken away from that formation.
Wolves are predators that are able to travel many tens of
kilometers in a day in search of prey, and the high mobility
of the pack requires them to react quickly to changes and
perfect coordination from each member of the unit. The
leader of the wolf pack is responsible for overall
coordination, and all responsibilities are distributed
depending on the social hierarchy of the pack, where the
position of the wolf is determined by its physical strength,

experience, and endurance [9]. There is a clear hierarchy in
the wolf pack, where the alpha wolf leads the pack on the
hunt, the beta wolf, delta, and omega wolves carry out clear
orders (Fig. 1). The leader provides instructions to the pack
members, coordinates interaction, and gives signals when
and where the hunting process will be started [10].

Omepa walves

Fig 1. Social hierarchy of a wolf pack

An interesting fact about a wolf pack is that in a
foreign area, the weakest and sickest wolves go ahead of
the whole pack, and then all other members of the pack and
the same behind the pack and the last one in the pack is
know as an alpha-wolf or the pack-leader [11].

The optimization process using the wolf pack
algorithm is a balance between the two strategies of
“hunting and exploration of the territory”. Thus, explo-
ration of the territory is directly the process of exploring
the area in order to find “a prey”, which in the computer
world is represented by a locally optimal solution, and
whether it is better or worse than the previous one which
one determined depending on the calculated value base on
a fitness function we have defined. If the locally optimal
solution is acceptable and the omega wolves do not find
another one locally optimal solution that is better than the
current local solution then the wolf pack led by alpha, beta,
delta wolves begins to “hunt on the territory” and moving
closer in the direction of the “victim” or the optimum point
as we noted that [12].

In computer modeling various modifications of the
GWO algorithm that based on the classical gray wolf pack
algorithm and specific techniques make it possible to solve
complex engineering, optimization, and mathematical
problems [13-17].

The gray wolf pack algorithm (GWO) is a promising
algorithm for implementation, and its modifications based
on some of the selected swarm intelligence algorithms such
as JAYA (JAYA algorithm), PSO (Particle Swarm
Optimization), ALO (Ant Lion Optimizer), could be used
to improve the basic indicators of the classical algorithm to
bypass the known limitations of the basic implementation
of the algorithm. Hybrid combined forms of these and other
swarm algorithms provide better convergence speed to
local or global solutions, better exploration and regular-
ization of algorithm parameters-settings in the process of
solving problems [18]. In sources [19-20] a set of selected
swarm algorithms is presented for comparison of their
algorithmic features and individual characteristics.
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Multigroup and multiagent approaches in
mathematical modeling of the gray wolf pack optimizer
algorithm. A wolf pack is a group of individuals with
sensory sensations united by a common goal and located in
a common environment with clear hierarchical
coordination that representing a group of intelligent agents
or combined into a multi-agent system. You can learn more
about the organization of a wolf pack in detail at [21]. Let
us consider the fundamental sources [22-28], which
consider the main types of agents that will be discussed in
this research. In [22] the fundamental idea of creating
intelligent agents capable of searching for specific
information is considered. In [23] the idea-principle of non-
blocking connection of a distributed agent system based on
an asynchronous model of agents communication is
considered. In [24-26] applied aspects of programmable
agents and agents focused on information analysis are
considered. In [27] an approach to organize connections
between agents in the context of mathematical modeling
was developed, based on the genetic programming model.
The work [28] demonstrates the technique of combining or
mapping (building a map of the area) by intelligent agents
in the cartographic space, where intelligent agents solve the
problem of recognizing and building a map of the area.

Considered the context of mathematical modeling of
the optimization process of hunting by a wolf pack, in order
to simplify the coordination mechanisms and hierarchical
subordination of wolves in the pack the method of
analogies is used. Analogy allows you to represent a
complex multi-agent system in the form of intelligent
computer agents or objects of the computer world. The
process of creating a multi-level architecture of the agent-
oriented approach can be found in the works of Martin
Purvis and Y. S. Lopes, see references [29-30].

The idea of forming a multi-group multi-agent system
means that interaction of two or more multi-agent groups
coordinated as one structural piece, but with the
distribution of tasks and responsibilities amoung few
groups of wolves. There is a separate implementation of the
multi-group gray wolf pack algorithm, which provides for
just such multi-group behavior [31]. And in the papers of
J. Li, an analysis was provided to identify patterns in the
process of communication and interaction of groups of
people and groups of people with Al agents for coherence
quality of information exchange and to estimate the quality
of coordination [32]. In the work [33] of Zhou X., which
focused on flight route planning for unmanned aerial
vehicles, some of the tasks listed in the paragraph above are
considered and effective approaches to solve them using a
multi-agent approach using the gray wolf pack
optimization algorithm are proposed. To compare the
obtained results and to verify the results, Zhou X. used
other popular swarm intelligence algorithms, and the
obtained data is presented in his work [33]. In work [34]
Qunjie Liu and Hongxing Wang effectively solved the
problem of planning routes for unmanned aerial vehicles
using a multi-agent system based on the gray wolf pack
algorithm and have confirmed that their algorithm is able
to solve the task in a complex relief three-dimensional
space, and their proposed algorithmic model allows to
increase the efficiency by 2.34 % compared to the data

obtained earlier by them.

The algorithm modification under the index Multi-
strategy Fusion Improved GWO (IGWOQ) combines stra-
tegies in order to obtain improved convergence indicators
of the algorithm on multi-extreme functions [35].

And the modification of GWO based on the K-means
cluster analysis algorithm was described as an approach to
increase the efficiency of finding optimal solutions based
on GWO [36].

In the source [37] you can get informed with another
hybrid modification algorithmical model of the on GWO
base which combination with other swarm intelligence
algorithms is used to increase the efficiency of finding
solutions in certain specific problems.

As previously was noted in the research, wolf agents
during the optimization process are oriented to the three
best solutions by the general hierarchy model, which in
some cases can become a significant drawback in modeling
group interaction of independent wolf packs, which will
block the possibility of exploring the decision plane in
search of a global solution. In the work [38] Soban S.
proposed to use a complex strategy that was called as
"wandering-strategy” to provide dynamically adjusted
parameters configuration of the wolf's exploration at the
initialization stage as subsequent steps of the iteration
cycle. In short, Soban S. with co-authors proposed a
modification of the gray wolf pack algorithm that provides
efficient and uniform exploration of the potential solution
domain by the algorithm DIGWO (Distributed Improved
Gray Wolf Optimizer).

The problem of multigroup interaction of agents
in a complex distributed system. Controlling a group of
distributed robots is an organizationally complex process,
due to the dynamically changing environment, changing
the position of both the robots themselves and the objects-
obstacles on the map, which are not always static. More
complex or group systems of constraints may be present on
the solution search plane. To adapt a group of robots in
special conditions with the need for real-time coordination
with other robot agents, deep learning techniques are used
when solving image recognition and classification
problems [39]. The complexity of solving artificial
intelligence tasks in the context of multi-agent interaction
is that the response delay of the software component or the
coordination module-component of the robot agent must be
minimal. Otherwise, the relevance of the input data
processed may be lost after 500 ms. from the start of some
information processing has been started. Also important to
note that depending on the scale of the environment map
the available space for maneuver by an agent may be a
small numerical value, this is why the algorithm processing
time-delay so important to minimize. Worth to note that in
space can be defined two-dimensional and three-
dimensional problem statements for spatial orientation of
multi-agent formations. In [40] reviewed and classified
approaches for solving the described problems with the
identification of individual limitations for the operation of
multi-agent systems, where it is noted that speed, and
therefore maintaining the relevance of the processed
information is a key factor in the interaction, exploration,
orientation and coordination of robot agents in space. In
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[41] concidered the context of group search and destruction
of the target and the tasks are performed in a dynamically
changing environment.

Note that in conditions of complex geographical
landscape, linear propagation of the radio signal means the
presence of complex communication conditions between
close or spread robot-agents and the need to be transmitted
only important spatial information to perform the task of
distributed tracking and multi-group tracking of dynamic
targets [42—43]. As was shown in [44], where it is noted
that during the performance of search and rescue operations
by robot agents with multi-group tracking, distributed
information exchange during the search, planning of
general coordination and communication for the purpose of
intercepting and rescuing the target — automatically means
an increased probability of success of the mission being
performed. Search and rescue missions are planned
algorithmically so that they can be broken down into
simpler subtasks, which can be partially canceled,
replanned or adjusted when the dynamic parameters of the
system changed and the movement route rebuilt can be
performed [45]. One of the approaches for dynamic
correction of the trajectory of a multi-agent robot system is
a solution based on the gray wolf pack algorithm, which is
described in [46] and which can be effectively combined
with the intellectual component of the theory of decision-
making in the context of linear multi-agent systems, as
demonstrated in [47], and at the stage of final capture of the
target by a special manipulator module for modified search
and rescue by an agent-wolf can be done [48].

The nature of the organization of complex distributed
systems requires the implementation of mechanisms for
behavior of special software agents, the structure, mecha-
nism of behavior and purpose of which vary depending on
the context of the task.

We are considering [49] and [50] papers, where the
main principles of organizing the work of autonomous
agents, their types and examples in implementation are
concentrated. In [49], Wooldridge M. J. and Jennings N. R.
explained why the concept of an “agent” is important in
computer science and artificial intelligence by the
answering the question of how to represent an agent using
a mathematical model and how to build an effective
architecture of an intelligent agents distributed system that
organized using effective communication principles. On
the other hand, J. Refonaa et al., in [50], focused on the
characteristics of intelligent agents, based on the theory of
the nature and was inspired by some of the biological
concepts. In addition to general information and
classification of agents, in [50] presented an approach for
implementing an agent communication module and some
principles of simulation the behavior of robot agents. The
results of the work [50] indicate for us that the obtained
data can be used in modern business methodologies and in
software development. In particular case, in [51] described
an approach for solving certain business problems using
innovative techniques based on artificial intelligence and a
multi-agent approach is demonstrated. On the other hand,
in [52] an automated software tool based on a multi-agent
approach for solving collective business goals is presented.
The social structure of a distributed system based on

intelligent multi-agent formations requires an optimized
computational model, which should implement a
mechanism of integrity, a common mechanism of agent’s
movement, interaction and integration, algorithmically
must be planned the distribution of available resources and
communication order and so on [53]. Regarding to the
communication of intelligent agents, we have separately
considered the paper [54], where one from where you can
be informed with an example of implementation based on
large language models, which uses artificial intelligence
and a multi-agent approach to provide intelligent agents
with understandable commands in natural language, where
a real business example of such use of the development is
the implementation of the 6G network communication
standard. Also in [55] researchers were able to integrate
large language models and swarm intelligence algorithms
as a multi-agent approach using GPT-4 program queries in
combination with programming language scripts, that
helped to organize the process of simulation the behavior
of the autonomous process of agents interaction in
intelligent system components.

Applied application of multi-agent systems based
on the gray wolf pack optimization algorithm in the
fields of engineering, computer and robotic systems.
The GWO algorithm is an effective algorithm for solving
specialized optimization problems in the fields of planning
optimal routes in multi-agent robotic systems, in the
problems of machine vision and pattern recognition, in the
problems of deep machine learning, and modeling multi-
agent systems [56]. Automated engineering sistems used
swarm intelligence algorithms of inertial agents in the
production of electronics, biotechnology, and various types
of agents with response and without response in biome-
dicine [57]. The GWO algorithm is used in engineering
field to optimize optimization problems solving process
[58]. The classical version of GWO was applied by
researchers in the work [59] for control system of
unmanned aerial vehicles to adjust the parameters of PID
controllers. A modification of the classical GWO algorithm
developed by Abbas I. and others, in order to improve the
search quality and convergence of the algorithm for tuning
PID controllers in nonlinear systems and can be found by
the reference [60]. The GWO algorithm is effective in
solving the optimization problem for finding the balance of
the generation level by power plants to ensure the desired
load level on production capacities applied [61]. In spatial
orientation problems, multi-agent robotic systems
constantly solve the problem of optimal path planning,
where the GWO algorithm has proved itself from the best
side for unmanned aerial vehicles (UAVs) and mobile
ground robots. The modified wolf pack algorithm MGWO
(Modified Grey Wolf Optimizer) in combination with the
artificial potential field method has been successfully
applied in conditions of multi-extreme environments and
this is confirmed by the results of the research [62].

In [63] proposed to use a modified algorithmic model
of a pack of gray wolves IGWO (Improved Grey Wolf
Optimization) for planning global routes for robots and
unmanned aerial vehicles. In [64] the algorithmic model
GWO-CSA (Grey Wolf Optimization — Sine and Cosine
Algorithm) is used for effective planning of safe routes by
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unmanned aerial vehicles with avoidance of dangerous
zones and obstacles on a two-dimensional plane.

Solving the problem of dynamic planning and
resource allocation in the context of automated welding
production processes is a multi-objective optimization
problem, which is effectively can be solved using GWO as
it displayed in [62, 65].

The ability of individual modification solutions based
on the GWO algorithm to effectively explore the solution
space allows its use in medicine in processing segmented
images and in tasks of recognition and classification of
objects in images [66].

In environmental monitoring and modeling tasks,
GWO was applied in engineering, in particular cases in the
optimization of processes related to pollution control and
management of available resources [67].

The problem of an shortage of electricity generating
capacities prompts us to hypothesize that it is advisable to
optimize not only the work of large industrial consumers,
but also many small households, in order to evenly
distribute the available power grid resources between
subscribers. We considered [68] where in the research
described simulation process in an apartment building in
Seattle, USA. During the specified experiment [68], the
authors used the stochastic optimization algorithm of GWO
with a pack size of 40 wolf agents and solved the
optimization problem of minimizing the level of electricity
consumption in an apartment building. Multi-criteria
problems of finding the balance of household expenses are
problems of the class of economic optimization of non-
smooth and non-convex functions. This class of problems
is often not optimally solved analytically, so it is
appropriate to use metaheuristic optimization methods to
find acceptable, but not exact solutions. In the context of
the described problems, in [69] a potential solution to the
problem is proposed, based on a modification of the
classical GWO algorithm with a modification of the gray
wolf pack hierarchy approach, which is aimed at improving
the properties of finding solutions to minimize household
costs. This method provides a better convergence speed to
the solution point and has certain advantages over the wolf
pack coordination property in classic version of the GWO
algorithm, which is oriented towards the best solution of
the alpha wolf. In [70] the author observed the phenomenon
of natural disasters — earthquakes with concomitant
destruction in high-rise buildings in order to study the
phenomenon itself and determine the optimal parameters
for setting the mass flame extinguishing components as an
intelligent system based on a modification of the gray wolf
pack algorithm and a genetic algorithm as combined.

An important direction of application of the GWO
algorithm is to increase the efficiency of computer
calculations, which is determined by a relative complex
indicator that takes into account the amount of electricity
consumed, the amount of heat released, the costs of
associated peripherals and network services per task
performed by the machine. In recent years, the cost and
complexity of data-center waste recycling has been added
to the list. The calculation process itself is performed by
various types of processor cores, the synchronization of
which is carried out under the guidance of intelligent

algorithms of the operation system and research on
multiprocessor and multicore systems is focused on
ensuring a stable level of productivity provided that the
amount of electricity consumed by the computer system is
reduced. In the [71] experiments are performed with a
decrease in the electrical voltage supplied to the processor
and the cores of the computer, and Liu J. and co-authors
investigated the problem of obtaining an optimal energy
balance with an system of constraints on the time of
execution of calculation operations while maintaining a
stable level of reliability of the overall system. For this
purpose, in [71] it is proposed to use a modified wild horse
algorithm (OIWHO), and the results obtained by the
authors of the work were tested and proved the rationality
of using the proposed approach on large-scale optimization
tasks during the distribution of sub-tasks by the processor,
in comparison with other popular optimization algorithms,
in particular with the genetic algorithm, the gray wolf pack,
the particle swarm algorithm and others in that special case.

Abdullahi Y. U. with co-authors in [72] solved the
engineering problem of drilling steel plates using the gray
wolf pack optimization algorithm (Grey Wolf Optimizer)
and searched for Taguchi-Paretto optimal solutions, the
combination of which became rational, as noted in the
work. The authors of [72] added that the experimental data
for analysis were taken from the Patel and Deshpande
company from their high-precision CNC machine.

In [73], scientists from the South China University of
Technology proposed an algorithm for self-organization of
a UAV swarm based on the gray wolf pack algorithm. In
their work [73], it is noted that a UAV swarm performs
tasks of varying complexity, and during a flight mission,
wolf agents independently control energy resources, plan
travel routes, and effective balancing and distribute tasks
that performed by the central node which are reproduced in
this context by intelligent UAV agents. To optimize the
power consumption systems of unmanned aerial vehicles,
a specialized algorithmic model was developed, which was
successfully tested on specialized benchmarks using aerial
vehicles [74]. Modern onboard vehicle intelligent systems
require constant monitoring of system parameters for
scheduled and emergency diagnostics, reliability,
accuracy, and probabilistic predictive warnings to the user
in dangerous situations. Such monitoring systems are
required to be modular and unified for scaling production,
simultaneously. This type of monitoring is performed by
intelligent onboard systems by taking readings data from
smart sensors. And in the reference [75] a prototype model
of an intelligent system for data collection and diagnostics
of wvehicle operation is proposed for review. In the
publication [76] presented an approach for implementing
an intelligent system using state machines, as an example
of a spacecraft control system, which is an ultra-complex
system with ultra-high reliability standards for control
components. In [77] it is noted that intelligent object
identification systems are used for remote monitoring and
analysis of graphic information, and the miniaturization of
electronic components has made it possible to carry out
such operations in real time using computational
intelligence in modern spacecraft control systems.

Specifics and problems of applying the gray wolf
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pack (GWO) algorithm. The gray wolf pack optimization
algorithm has a list of limitations in its application and
cases where the algorithm may work less efficiently
compared to other algorithms of the same class of swarm
intelligence. The main problems of the classical gray wolf
pack algorithm include: getting stuck in local optima and
not reaching the global optimum point on complex
multimodal optimization functions, weak diversity of the
wolf agent population, especially at the initialization stage,
moderate convergence of the algorithm to the optimum
points on the same complex multimodal functions [78-79].
In [80], the general case of the problem of weak diversity
of the generated initial population of the gray wolf
algorithm is clearly demonstrated. The iterative
convergence of the algorithm to the optimum point in the
least number of iterations is a key parameter of all
optimization algorithms, which is optimized by various
modification solutions, and in [81] a comparative analysis
is carried out in the form of tables and graphs for selected
modifications of the gray wolf pack algorithm on separate
unimodal and multimodal test functions, where the
convergence rate of different versions of the algorithm is
demonstrated. Xiaobing Yu and co-authors in [82]
proposed a new algorithmic solution to overcome the
problem of exploration and convergence by a pack of wolf
agents using a new algorithm under the index REEGWO
(Reinforced exploitation and exploration GWO algorithm).
In [83], Hua Qin et al. draw attention to the problem of
moderate convergence speed of the gray wolf pack
algorithm on complex multimodal functions, and often
getting stuck in local optima, so the authors proposed a new
strategy of using fuzzy methods to overcome this problem.
In [84] described the case of a combination of ant colony
and gray wolf pack algorithms in an algorithm under the
index ACO-GWO (Ant Colony optimization — Grey Wolf
Optimization) to solve the problem of improved
exploration of the decision plane by wolf agents in search
of a global solution. In [85], N. Singh proposed a
modification to solve the problems of the classical gray
wolf pack algorithm: the accuracy of the desired solution,
poor ability to exit from local solutions, and moderate
ability to explore the solution plane. In [86], the problem of
improving the function of the gray wolf pack algorithm for
finding a global solution and improving the diversity of the
initial population based on a combination of the classical
version of the wolf pack and hawk algorithms is considered
and solved. E. Akbari and co-authors believe in [87] that
the social hierarchy of wolves in the algorithmic context is
the cause of some of the above problems and proposed the
solution by abandoning the wolf pack hierarchy in the work
that confirming this statement with benchmark results.
Working on solving the described problems in the context
of engineering tasks, scientists in [88] discussed individual
optimization strategies in order to identify the limitations
of the gray wolf pack algorithm and try to reduce their
impact through new ideas and strategies to improve the
research capabilities of wolf agents on the same pack
population dimension. In [89], evolutionary approaches,
crossover and other nature-inspired techniques are used to
diversify wolf agent populations, and adaptive iterative
multi-strategies are used to overcome the described

problems of the gray wolf pack algorithm, which leads to
improved algorithmic performance in deep learning tasks
when selecting key indicators when analyzing data with an
algorithm classified under the index HRO-GWO (Hybrid
Rice Optimization — Grey Wolf Optimization).

In order to demonstrate the specifics of the application
of the gray wolf pack (GWO) optimizer in the context of
solving the engineering-automated problem of intelligent
formation management, a scenario of using the GWO
optimizer in the environment of energy-efficient
distributed wireless multi-agent systems in the context of
organizing smart cities is considered. Distributed
intelligent systems in the sense of smart cities are based on
multi-agent interaction of intelligent units of a holistic
distributed system and the infrastructure interaction of an
entire cluster of components. We add that when
considering the context of smart cities, attention is focused
on global optimization using the GWO optimizer. First of
all, this is related to the tasks that need to be solved [90]. It
is also worth adding that the classic version of the gray wolf
pack (GWO) optimization algorithm, due to its algorithmic
features, is not intended for solving this class of tasks, but
has separate solution modifications for use in the specified
context [91]. Let us consider the features of distributed
intelligent systems of the “smart city” type and pay
attention to why it is advisable to use the GWO gray wolf
pack algorithm in this case to organize this structure. A
distributed system of this type is a combination of wireless
and wired networks, which are combined into one whole
for a specific purpose, such as ensuring public safety,
communication between the community and the
authorities, ensuring community comfort, and others,
where the listed features can be achieved using loT
(Internet of Things), information technologies that
combine smart gadgets with video cameras, sensors and
sensors of a distributed intelligent network [92]. Reference
[92] clearly states that such a wireless system should be
optimized in terms of energy efficiency, cluster node
formation strategies, which aims to optimally place gadget
communication nodes. An important parameter for placing
a communication node in a “smart city” type system is the
level of wireless network availability, the maximum
coverage area of sensors and video cameras, which should
transmit data to distributed data processing nodes
continuously with minimal delay, in such a matter, an
effective solution is the construction of a chaotic network
map, and in more detail how to solve the issue of optimal
placement of sensor formations is described in [93]. We
add a separate reference to the work [94], which
demonstrates the mechanism of forming an IoT network
based on the GWO optimizer using specialized
modification solutions based on the classical optimizer, but
with different approaches and methods than was described
in reference [93]. In the work [94], an analysis of the
effectiveness of using this approach in industrial and
commercial, user-specific application cases is carried out.
In the context of this work, we drew attention to the fact
that a distributed intelligent network of the “smart city”
type includes hundreds, if not thousands of nodes of
information transmission and reception and requires
scaling depending on the size of the infrastructure and
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development of the city, which automatically means an
increased level of load on the data transmission channel
and the need for effective balancing of incoming and
outgoing information messages, which is discussed in
detail in work [95]. In particular, it is important to note that
in work [95], an improved version of the gray wolf pack
optimizer (IGWO) is demonstrated, which is designed
specifically for effective solution of load balancing tasks
on cluster forming nodes with an emphasis on the fact that
this task can be solved effectively using metaheuristic
approaches in “smart city” type systems. In work [96], a
related topic of queuing tasks for their execution in loT
networks based on GWO is considered, but with one
difference that the necessary calculations are proposed to
be performed in a cloud environment to optimize the use
and distribution of system resources at the cloud service
level. A feature of the work in reference [96] is the newly
proposed algorithm TS-GWO (Task scheduling grey wolf
optimizer), which was specially developed based on the
well-known problems of the “bottleneck” in the conditions
of information exchange by thousands of peripheral
gadgets that have to both send and receive data over a
wireless channel simultaneously in asynchronous operation
mode.

Scientific novelty. In the works [1-96] we can see that
the swarm algorithms and listed modifications successfully
used in presented mathematic, engineering problems etc.

As a result of applying the search-analytical scientific
method to the works [1-96], we conducted a series of
comparisons of the algorithms, approaches and applied
practices of using heuristic algorithms of swarm intelligence
described in the works. Based on the comparisons of the
theoretical facts and evidence base described in the works [1—
96] we defined specific advantages and disadvantages of using
heuristic algorithm of swarm intelligence by the index GWO
(Grey wolf optimizer).

We can conclude that the solutions of the problems
described in the works [97-103] can be found in different way
or the existing solutions can be improved by new proposed
way to solve the problems.

We propose for the first time to use the gray wolf
optimizer (GWO) to solve the problems [97-103] to increase
the iterative speed and accuracy, and the efficiency of finding
new solutions for the following optimization problems (the
links provided for familiarization with the problems
statements description): problem of balanced packing of
different and equal radius circles [97], the problem of optimal
packing of identical spheres in a cylinder of minimum height
[98], the problem of optimal placement of equal radius circles
in a container of minimum radius with forbidden zones [99],
the problem of optimal packing of hyperspherical objects in a
container of spherical shape [100], the problem of balanced
optimal packing of spherical objects in a container of the
smallest diameter [101], solving the problem of optimal
packing of circles of different radius in a circular container of
minimum radius [102], the problem of optimal placement of
spherical objects in 2D and 3D spaces in selected range of
allowed minimum and maximum distances between spherical
objects [103].

It should be noted that the listed optimization problems
are important to solve effectively, as they are basic problems
to be solved in the field of aerospace construction, radiation
diagnostics medicine, applied robotics, and military industries

[104-106].

Conclusions. In this paper observed the theoretical
aspects and multi-sided specific of the application of the
optimization algorithm for a pack of gray wolves (GWO). By
reviewing the applied application of this algorithm in various
scientific and practical problems, we have come to the
conclusion that from the point of view of mathematical
modeling of multigroup and multiagent behavior, it would be
appropriate to use this algorithm to solve specific problems
that have a complex analytical solution or do not have an
analytical solution to the problem at all, and must be solved by
heuristic approaches.

In the paper analyzed the basic principles of organizing
a wolf pack in the context of the algorithmic nature of
mathematical and computer modeling. Separate strategies for
coordination and hunting by a wolf pack were identified, with
the aim of further development and introduction of
algorithmic changes into the modeling process of the
optimization-behavioral algorithm of wolves.

The work provided a general overview of the areas of
application of the wolf pack algorithm, which has found
application in medicine, as an element of machine learning, as
a route planning algorithm in robotic systems, in engineering
and production as an algorithmic part of calculating the
necessary parameters in equipment configurations. Computer
systems that successfully combined the versatility and
efficiency of the gray wolf pack algorithm make it a valuable
component in modeling tasks.

During the analysis and synthesis of the information we
processed, key characteristics and problems of the gray wolf
pack algorithm (GWO) were identified parameters, which
significantly affect the speed of adaptation of intelligent units
of distributed interaction in multi-agent systems. Such
characteristics of the algorithm are: the speed of obtaining an
acceptable local solution, the simplicity of calculations of one
cyclic pass of the algorithm. The identified problems of the
stochastic optimization algorithm class of gray wolf pack
(GWO) are also its main advantages, including its fast
convergence to a local solution and moderate convergence
speed to a global solution or getting stuck at local points on
multi-extreme functions.

Also we have clarified that in case of the lack of
computing machine or a cluster of machines general power
(basically, the power of computing machines can be measured
in Hz per unit, but also should be checked several another even
more import than amount of Hz parameters such as amount of
cores, size of processing unit operation memery and few more)
that we have organized for solving the problem, the GWO
algorithm successfully performing the calculations in such a
limited hardware environment, because of the iterations
simplicity for the GWO optimizer steps.

In separate paragraphe we proposed known scientific
problems to solve in different way using GWO algorithm to
increase the iterative speed and accuracy, and the efficiency of
finding new solutions for the listed optimization problems.
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Jlana pobota 30cepe/keHa Ha MPUKIAJHAX ACMIEKTaX Ta OCOOIMBOCTAX POOOTH anroputmy 3rpai cipux BoBkiB (GWO) B KOHTEKCTi 3aCTOCYBaHHS B
MyJIbTHAT€HTHHUX PO3IO/IIIEHNX cUCTeMax. Y Iilf CTaTTi Mpe/icTaBIeHi HayKOBi MaTepialy 1010 3aIpOIIOHOBAHNX BIIACHHX 171, IPHITYIIEHb Ta T1oTe3
JUISL aHAJTi3y Ta MOJANBIIO] HePEeBiPKH B TaTy3aX KOMIT IOTEPHHX HayK, METOJIiB ONTHMi3alii Ta po3B’s3aHHs NPUKIATHUX MaTeMaTHIHNX Ta iHKEHEPHNX
3aga4. O6’€KT AOCHIIKEHHSl — TPOIEC OpraHizalii pO3MOIINEHUX CHCTEM Ha OCHOBI oO4MCIIOBaibHOrO iHTenekty. Ilpeamer pociigxeHHs: —
Oprasizalis aTOPUTMIYHOI B3a€MOZIl y MyJIbTHAr€HTHUX iHTENEKTyalbHUX CHCTeMaX B KOHTEKCTI MaTEMAaTHYHOTO MOJIEIOBAHHS ONTHUMI3aI[ifHOrO
MIPOLECY YIPaBIiHHS MYJIbTHTPYIOBOIO HOBENIHKOI0. MeTa poGOoTH — JOCTIUTH KIIFOYOBI NPAaKTUKO-TEOPETHYHI NPHUKIAIHI aCHEKTH Ta Crienudiky
3aCTOCYBAaHHs ITOPUTMY POHOBOrO iHTeNeKTy 3rpai cipux BoBkiB (GWO) i HOro okpeMHx alropuTMiuyHMX Moaudikaiiid, BABYUTH OCOOIMUBOCTI
MOJIEITIOBAaHHS OBEIIHKH 1HTEJICKTyaIbHUX areHTiB 3rpai cipux BOBKIB Il KepIBHUIITBOM OOUYHCIIIOBAILHOTO iHTEIEKTY. BHKkopHCcTaHi MeTOAM: METON
aHaJI3y Ta CHHTE3y, abCTpaKIii Ta KOHKpEeTH3allii, MOPIBHAHHS Ta aHAJIOTiH, METOJ MaTEMAaTUYHOTO MOJEIIOBAHHSA Ta METOJ HayKOBO-IIONTYKOBOTO
excriepuMenTy. OTpuMaHi pe3yJbTaTu: 1) IpoaHanizoBaHO IPYHTOBHI TEOPETUYHI MaTepiaiu B 00JaCTi MPUKIIATHOTO 3aCTOCYBAHHS aTOPUTMY 3rpai
ciprx BoBkiB (GWO); 2) nmpoaHaizoBaHO KITIOUOBI TAKTUKO-CTPATETiUHI IPUHOMU MAaTEMAaTHIHOTO MOJICITIOBAHHSI TTOBE/IIHKH iHTEIEKTYalbHIX areHTiB;
3) cdopmoBaHO 3araibHi MAXOAW MATEMaTHYHOTO MOJIETIOBAHHS MYJIBTUTPYIIOBOI B3a€MOJii CAMOOPTaHi30BaHUX MYJIBTHATEHTHNX (hOpMyBaHb; 4)
PO3IIISTHYTO Ta MPOAHATi30BaHO MPOOJIEMATHKY KOOPJHHALLIT Ta ar€HTHOI B3a€EMOJIiT y MyJIbTHATeHTHIN PO3MOIUICHIN CHCTEMI; 5) PO3IIISIHYTO MPUKIATHE
3aCTOCYBAaHHS MyJbTHAr€HTHHUX CUCTEM B 3a/[a49aX HAayKH, iHKUHIPHHTY, KOMIT FOTEPHUX Ta pOOOTH30BAaHMX CHCTEM; 6) BUSBIICHO OCHOBHI OOMEKEHHS
3aCTOCYBaHHS alrOpPUTMy 3rpai cipux BOBKiB. OTpHMaia MoAaJbIINi PO3BUTOK KOHIIEMI(iS MATEMaTHYHOTO MOJIEIIOBAHHS alrOpPUTMY 3rpai cipux
BoBKiB (GWO) Ha nmpuKIiai OKpeMO BUAIEHUX TAKTUKO-CTPATEriYHUX MPUIOMIB OpraHi3aiii BOBUOT 3rpai y BUIIISAL MyJIbTUTPYIIOBOT MYJIbTHAT€HTHOL
posmnozineHoi cucremu. HaykoBa HOBH3HA: 3aIPOITOHOBAHO HOBHIT CIIOCIO BUPIIIEHHS BXKe BUPINICHNX BUOPAHUX 3aj1ad ONTHMI3allii (oKkpeMi 3a1adi
ONTHMAJBLHOTO MTAKYBAHHS C(EPIIHNX 00’ €KTiB B 0OMEXEHHMIT KOHTeHHep), AKi MU repepaxyBaiy B cTaTTi. OCHOBHa ijies pOOOTH IIOJIATAE B ITi[BUIIICHHI
iTepaniifHol IBUIKOCTI Ta TOYHOCTI MPOLECY aNrOPUTMY HOIIYKY IUIIXOM BHKOPHUCTaHHS €BPUCTHYHOTO aJITOPUTMY POHOBOTO IHTEIEKTY, BiJOMOTO
i1 iHIeKkcoM anropuTMy 3rpai cipux Bokis (GWO). Hamu 3anpornoHoBaHO 3acTOCyBaHHS CIEIiabHOTO SKiCHO-UHCIIOBOTO MOKA3HHKA Tl BU3HAYEHHS
eeKTHBHOCTI pOOOTH OKPEMHX areHTiB BOBYOI 3rpai 3a JOMOMOT'OIO OI[IHOYHMX MapaMeTpiB B MPOIIeci ONTHMizanii abo B peansHOMY 4Yaci. Bussieno
HOBI TAaKTHKO-CTPATET1uHI MPUHOMH OpraHi3aiii BOBYMX 3rpaii B iporieci camoopranizamii. [IpakTuyne 3HaueHHs1: 1) HaMU BUCYBa€ThCs ies-TiNOTE3a,
JUISL TIEPEBIPKM B HACTYITHHX poOOTax, KOTpa IPYHTYEThCSl HA MYJIBTHTPYNOBiil MyJIbTHAreHTHill caMoopraHisarlii po3moineHol CHCTEMH Ha OCHOBI
SKICHO-UHCIIOBUX MOKA3HHUKIB, KOTPi INIAHYETHCS PO3PAXOBYBATH BUXOJSMUH 13 CKJIAJHUX KOOPIHHAIITHO-XapaKTepUCTHIHUX METOJIIB Ta €eBPUCTUIHHIX
JIMHAMIYHO-3MiHIOBaHHUX JaHUX. [IpONOHY€eThCS IEPEBIPUTH TiMOTE3Y PO HOBI PO3paXyHKOBI OL[IHOYHI MTapaMeTpH e()eKTHBHOCTI areHTiB BOBYOI 3rpa;
2) mIaHyoThCsS MalOyTHI pOOOTH-TOCHIKEHHS 331 PO3LIMPEHHS 00JacTi 3aCTOCYBaHHS aNrOpUTMy 3rpai cipux BoBkiB (GWO) y xombiHamii 3
MePCHEKTHBHUMH 1HIIMMH HAIIUMH iIESIMH B 00JIACTI OOYMCITIOBAIBHOTO 1HTENEKTY 33/ BUPIMICHHS BXKE BiZIOMHX, ajle Hee(eKTHBHO PO3B’sI3aHUX
ONTHUMI3AIIHHUX 33/1a4; 3) B KOHTEKCTI MPOIECY MaTEMAaTHYHOTO MOJICIIOBAHHS 3 BUKOPUCTaHHAM anroputMy GWO, minaHyeTbesi 3BepHYTH yBary Ha
po0IIeMy HETIPHPOIHOCTI MPHHIUITY TeHeparlii Ta po3MoAiICHHS BUIIAIKOBOI BEINYHHN y CTOXaCTUYHHX 3MiHHUX alrOpPUTMY, IPOOIEMaTHKY MUTaHHS
SIKOTO OyJI0 HEOCTAaTHRO BUCBITIEHO y poOOTAaX, 3HAMIEHNX 3a MOCHIaHHIMH 200 Moxe OyTH MOAMDIKOBAHO 33U MTiABUILECHHS e(heKTUBHOCTI pOOOTH
NTOPUTMY Y BHpIILIEHHI 00paHuX 3a/1a4; 4) 3arpornoHOBaHO, SIK HOBE pillieHHs BUKOpUCTaHHs anroputMmy GWO y BuOpaHux 3a/1auax ONTHMAIBLHOTO
TaKyBaHHS ChepuaHnX 00 €KTIB JUIs iX OiNbII eeKTHBHOTrO BUpimieHHs. BucHoBKHM B naHiit po6oTi 6y0 po3riissHyTo OCHOBHI IPaKTHKO-TEOPETHYHI
acIeKT! Ta 0araTorpaHHiCTh CHEIM(IKK 3aCTOCYBaHHS ONTHMI3allifHOr0 anroputMy 3rpai cipux BoBkiB (GWO). Po3risHyTo npukiiagHe 3acTocyBaHHs
JIAaHOTO AITOPUTMY Y PI3HUX HAYKOBO-IPAKTHYHUX 337a4aX B KOHTEKCTi MATEMaTHYHOIO MOAEIIOBAHHS MYJIFTUTPYHOBOI My/IbTHATEHTHOI TOBEIiHKH.
byno mpoananizoBaHO 6a30Bi NPUHIMITY OpraHi3aliii BOBYOi 3rpai, BH3HAUEHO OKpeMi CTpaTerii KOOpAMHALii Ta MOIIOBAHHS BOBYOKO 3rpacko, Oyio
BUSBIICHO KJIFOYOBI XapaKTEPHCTHKHU Ta MPOOJIEMATUKY alropuTMy 3rpai cipux BoBkiB (GWO).

KurouoBi cj1oBa: 004YKCITIOBAIBHUIN 1HTEIEKT; METOIM ONTHMI3allii; JOCII/UKEHHS Omepalliif; po3MmoAiieHi CUCTEMH; ONTUMI3aTop 3rpai cipux
BoBKiB (GWO); poiioBuii iHTENEKT; MaTEMaTUYHE MOJIEIIOBAHHS; My/IbTHAT€HTHI CHCTEMH; ONTHMAJIbHA YIIaKOBKA.
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MATHEMATICAL MODELING FOR UNIVERSITY RESOURCE OPTIMIZATION BASED ON QS WUR
INDICATOR

The article presents a retrospective analysis of the key indicators of the QS World University Rankings for Ukrainian higher education institutions with
the aim of establishing realistic development targets for NTU “KhPL.” The dynamics of ranking indicators are examined in comparison with leading
Ukrainian universities, which made it possible to determine achievable growth limits for each indicator in the medium-term perspective. Based on the
obtained results, a system of target values was formed, which can be used by the university to improve its position in the ranking. A mathematical model
for optimizing resource allocation is proposed, aimed at minimizing the deviation between actual and target indicator values. The model is presented as
a quadratic programming problem with Boolean variables and linear constraints that reflect the university’s limited resources and the set of possible
measures for improving each indicator. Given the nonlinearity of interconnections and the incompleteness of initial data, the use of a genetic algorithm
is justified, as it ensures an effective search for optimal resource allocation options under multicriteria conditions. It is additionally emphasized that the
proposed approach enables the adaptation of the university’s development strategy to the dynamic conditions of the international educational environment
and takes into account changes in the weights of individual indicators in the ranking methodology. The model can be used as a tool for scenario analysis
and for generating various management decision options. The practical significance of the study lies in the possibility of integrating the obtained results
into the university’s strategic planning system. The results form a foundation for creating an information system to support Strategic management in
higher education institutions. Further research includes experimental validation of the model using retrospective data from NTU “KhPI” and the
development of a software tool aimed at enhancing the effectiveness of management decisions and improving the university’s position in international

rankings.

Keywords: key performance indicators, resource allocation optimization model, decision-making, ranking, strategic management, information

system

Introduction. In  the modern  competitive
environment, improving the position of a higher education
institution (HEI) in international rankings is a strategic task
for university leadership. Among the most well-known
rankings are ARWU (Academic Ranking of World
Universities) [1], the Times Higher Education (THE)
ranking [2], and the QS World University Rankings (QS
WUR) [3]. The existence of these rankings intensifies
competition among universities worldwide, as students,
society, and governmental institutions consider ranking
results to be significant. Therefore, these rankings shape
perceptions and influence the decisions of the
aforementioned stakeholders, creating a foundation for the
development and application of requirements within the
global knowledge system by which university performance
is assessed. One of the most influential rankings is QS
WUR, which is based on nine key indicators: academic
reputation, employer reputation, faculty-to-student ratio,
citations per faculty, international faculty ratio,
international student ratio, international research network,
employment outcomes, and sustainability [4]. To improve
their ranking positions, university leadership must adapt
strategic planning to the conditions of the global
educational market. This requires effective allocation of
available resources and identification of priority areas for
development. Consequently, researchers and practitioners
are paying increasing attention to studying university
performance to improve ranking outcomes.

Analysis of research and publications. The authors
of [5] examined the differences among major university

rankings and the relationships among scientometric
indicators, disciplines, and the positions of leading HEISs.
The results of this study help administrators and education
management specialists identify key parameters for
university development and interact more effectively with
stakeholders. In [6], the QS WUR ranking and its key
indicators were analyzed, and their distribution and
interrelationships were studied using statistical methods.
The authors compared three forecasting models (linear
regression, Random Forest, and XGBoost) and
demonstrated that XGBoost provides the most accurate
prediction of university positions, offering deeper insight
into the QS ranking system.

In [7], an approach to building a ranking prediction
system based on the analysis of global performance
indicators was described. The researchers identified key
factors influencing HEI positions and proposed a
forecasting model that can help universities improve their
results more effectively. In [8], a mixed-integer
programming model was proposed, enabling universities to
independently determine the weights of ranking criteria,
thereby reducing the subjectivity of traditional methods and
ensuring fairer and more flexible comparisons among
institutions.

In [9], using the example of the THE ranking, the
validity of performance indicators was assessed and their
weights optimized using principal component analysis
(PCA), while data from 200 leading universities were used
to train a neural network that predicts future rankings. In
[10], THE rankings were analyzed to evaluate model
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performance and to identify relationships among individual
indicators.

The study [11] conducted a scientometric analysis of
global rankings using contrastive models. The use of 18
classifiers demonstrated that the top-100 universities in QS
WUR are clearly distinguishable from others, with an
average accuracy of 71 % . The proposed data visualization
approach helps HEI administrators assess and form their
own ranking strategies. In [12], a comprehensive analysis
of the IRN indicator for 2023-2025 was conducted using
big data, including statistics, scatterplots, and correlation
and regression analysis. The authors highlight the need to
improve this indicator to ensure transparency, consistency,
and inclusiveness in assessing global research networks.

In [13], the influence of key indicators on QS WUR
results and the position dynamics of the National
University “Lviv Polytechnic” were studied, allowing
identification of key trends and patterns for forming long-
term development strategies for universities. In [14], the
publication activity of Ukrainian researchers was analyzed
using mathematical and statistical methods, and trend
forecasting was performed using exponential smoothing
(Holt’s model), demonstrating high consistency with
empirical data.

In [15], a comparative analysis of leading global,
European, and Ukrainian rankings was conducted,
identifying key differences in how HEIs’ public images are
formed. In [16], a system of indicators for assessing HEIs
within a competency-based paradigm was justified,
emphasizing the importance of international experience
with modern evaluation methods. In [17-18], the strategic
prospects for the development of higher education in
Ukraine were examined, and key directions for reform were
outlined to improve education quality, graduate
competitiveness, and the sustainable development of the
higher education system.

The analysis of these works demonstrates that the
issue of improving HEI ranking positions is
multidimensional and highly relevant. Researchers use a
systematic approach to analyzing rankings and key
indicators, applying statistical methods, machine learning,
and optimization models to forecast university positions. At
the same time, insufficient attention is given to the optimal
allocation of HEI resources and decision-support tools
aimed specifically at improving indicator values. Rankings
influence university reputation, the ability to attract talent,
and access to funding.

Aim and tasks of the study. The aim of this work is
to develop an approach to improving university ranking
indicators using methods and techniques applicable under
the conditions of limited resources in Ukrainian
universities. To achieve this aim, a thorough data analysis
must be conducted to determine the target indicators for
selected Ukrainian universities, which will serve as the
foundation for creating resource allocation scenarios
designed to improve institutional effectiveness and enhance
the university’s international image in the educational
landscape.

Materials and model. The object of this study is the
National Technical University “Kharkiv Polytechnic

structural units that ensure the implementation of the
educational process, including educational and research
institutes, departments, the postgraduate studies office, and
others. Their functions and authority are defined by the
University Statute [19] and relevant regulatory provisions.
Strategic management of the university is carried out by the
rector, who is responsible for educational, research, and
financial-economic activities. Each year, the rector of NTU
“KhPI” presents and publishes an open report on the
achievement of key performance indicators, which enables
an assessment of the university’s effectiveness in
accordance with modern educational trends and the
requirements of international rankings [20-21]. To achieve
these indicators, which are related to ranking metrics,
optimal allocation of the university’s available resources is
required.

To this end, all QS WUR indicators and the
methodology for their calculation were analyzed. The
ranking includes the following indicators:

e K,—academic reputation (AR);

e K,—employer reputation (ER);

e K, faculty-to-student ratio (FSR);

e K,—citations per faculty (CPF);

e K, — international faculty ratio (%), IFR;

e K,—international student ratio (%), ISR;

e K,—international research network (%), IRN;
e K,—employment outcomes (%), EO;

e K, - sustainability index (%), SUS.

According to the methodology [4], all indicators are
normalized. Normalization is performed using methods
such as min—-max normalization with logarithmic
smoothing and normalization based on relative indicators.
This process involves transforming the indicators to a
comparable scale from 0 to 100 to ensure that universities
of different sizes are evaluated equally.

The overall QS WUR score is calculated based on
nine key indicators:

S:iwi'Ki' (1)

-1

where
e S —overall current ranking score;

e W, — weight coefficient of the i-th indicator,
i=1 M;
M
>w=1w >0, )
i=1
e K. — normalized value of the i-th indicator,

I
i=1 M.
To increase the current value K, of a university to K,

(the target value of the i-th ranking indicator), it is
necessary to determine the qualitative impact of each
indicator (1), which will allow the formation of optimal

) ) - : action scenarios. These actions require university
Institute” (NTU “KhPI”). The university consists of
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resources. The amount of expenditure that may be used to
improve ranking performance is limited by available
resources.

During the implementation of improvement actions,
an HEI must achieve the target indicator values. In other
words, this requirement can be formulated as follows: the
squared deviation of the target value from the current value
of the i-th indicator should be minimized:

(K —K, )2 —min, i=1M, 3)

Thus, to achieve the target indicator value, it is
necessary to determine actions that require resources. Since
these resources are limited, it is proposed to consider
alternative actions for improving each indicator. We
introduce the following notation:

e AK,, —the d-th actions option for improving the

i-th indicator, d =1,_D, where D is the number of

actions, assumed identical for all indicators;
e h, — the amount of resources required to

implement the d-th action for improving the i-th
indicator.
As a result, we obtain the following optimization
model:

iiwi(l{i —(K; +AK 4 Uy ))ZWmin, 4

i=1 d=1

M D
> > hyu, <C, (5)
i=1 d=1

M D I

D> g 2Li=1LM, (6)

i=1 d=1

Uy ={0,1},d =1 D,i=1 M,

where:
® U, —aBoolean variable indicating whether the d-

th action to improve the i-th ranking indicator will
be implemented (u,, =1), or not implemented (u,,

=0);
e U={u,,.., Uy} —theset of actions for improving

the i-th indicator;

e ( - total resources planned to be allocated for
indicator improvement in order to increase the
HET’s ranking.

Model (4)—(6) is a quadratic programming model with
Boolean variables.

The proposed model identifies which actions will
allow the university to come closest to the desired target
indicator values. As a result of applying this model,
recommendations can be generated regarding optimal
allocation of university resources to best support the
achievement of strategic target indicators. To accomplish
this, realistic target values must be defined for each
indicator.

Results and discussion. A comprehensive analysis of
the dynamics of QS WUR ranking indicators was carried

out for Ukrainian HEIs represented in this ranking. In the
context of the Strategy for the Development of Higher
Education in Ukraine for 2022-2032, a key challenge for
HEIs is the implementation of key performance indicators
that contribute to improving their positions in the rankings.
In this work, the values of indicators for Ukrainian
universities are compared in order to identify target
indicators for NTU “KhPI” to improve the university’s
position in the ranking.

In Fig. 1, the dynamics of the academic reputation
(AR) indicator for leading Ukrainian universities for 2022—
2025 are presented [3].

. 189

055 1
2 21 162

a4
s 57
1§

4
0 7 16,1
I
us § = "7
d 49 :

1 g
b

ml m2 3 m4 m5 W6 m7 8 9

Fig. 1. Dynamics of the AR indicator

where:

¢ lvan Franko National University of Lviv (1);

e Kharkiv National University of Radio Electro-
nics (2);

e Lviv Polytechnic National University (3);

¢ National Technical University "Kharkiv Polytech-
nic Institute (4);

o National Technical University of Ukraine "lgor
Sikorsky Kyiv Polytechnic Institute” (5);

e National University of Kyiv-Mohyla Acade-
my (6);

e Sumy State University (7);

e Taras Shevchenko National
Kyiv (8);

e V. N. Karazin Kharkiv National University (9).

Academic reputation (AR), which accounts for 30 %
in QS WUR in 2022-2025, shows a slight but stable
increase among leading Ukrainian universities. The highest
growth rates are observed at Taras Shevchenko National
University of Kyiv (18,1 — 18,9) and Igor Sikorsky Kyiv
Polytechnic Institute (12,9 — 16,2). Lviv Polytechnic, V.
N. Karazin Kharkiv National University, and others also
improve their indicators, but at a slower pace.

At NTU “KhPIL,” AR increased from 6,0 in 2022 to
6,5 in 2025. Despite this growth, among the considered
Ukrainian universities, NTU “KhPI” has the lowest AR
value. This confirms the presence of potential but indicates
the need to strengthen the university’s academic image.

University of
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Priority development areas include expanding international
presence, participating in inter-university projects,
increasing the visibility of KhPI publications, and
developing partnerships with EU universities.

Next, the dynamics of the Employer Reputation (ER)
indicator for Ukrainian universities for 2022-2025,

presented in Fig. 2, are analysed.
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Fig. 2. Dynamics of the ER indicator

The ER indicator contributes 15 % to the QS WUR
ranking and assesses the university’s ability to produce
competitive graduates. In 2022-2025, Ukrainian HEIs
demonstrate different dynamics: Taras Shevchenko
National University of Kyiv (29,4 — 36,6) and Igor
Sikorsky Kyiv Polytechnic Institute (25,6 — 31,8)
significantly improve their ER due to active cooperation
with employers. lvan Franko National University of Lviv
also grows (5,7 — 12,8), while some universities, including
Sumy State University, show lower results due to weaker
ties with business and the impact of military actions.

For NTU “KhPI,” ER is characterized by instability:
the indicator changes from 10,3 (2022) to 10,6 (2025) after
a short-term increase in 2024 (12,1). This signals weak
interaction with employers and an insufficient practical
orientation of educational programs. To improve ER, the
university should strengthen partnerships with businesses,
develop internships, dual degree programs, and career
services, and involve companies in updating curricula. This
will help reinforce the reputation of KhPI graduates in the
labor market.

Next, the dynamics of the faculty-to-student ratio
(FSR) for Ukrainian universities for 2022-2025, presented
in Fig. 3, are considered.

The FSR indicator has a weight of 10 % in QS WUR
and reflects the quality of the educational process and the
level of individual interaction. In most Ukrainian
universities in 2022-2025, it decreases due to a reduction
in the student body as a result of the war. For example, at
Igor Sikorsky Kyiv Polytechnic Institute FSR decreased
from 47,0 to 37,4, at Taras Shevchenko National University

of Kyiv from 40,3 to 27,0, and at V. N. Karazin Kharkiv
National University from 66,7 to 64,6.

At NTU “KhPL” FSR fell from 68,3 (2022) to 54,3
(2025), indicating an increased teaching load and a
potential deterioration in the quality of education. To
improve the situation, it is necessary to balance student
enrollment, strengthen personnel policies, encourage
young researchers to join the faculty, and increase the
attractiveness of academic careers, in particular through
better remuneration and workload optimization.

2024

2022 63

H]l E2 "3 W4 m5 E6 B7 =S 9

Fig. 3. Dynamics of the FSR indicator

Further, the dynamics of the QS WUR indicator
related to citations per faculty (CPF) for 2022-2025,
presented in Fig. 4, are examined.
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Fig. 4. Dynamics of the CPF indicator

The CPF indicator has a weight of 20 % in QS WUR
and reflects the research productivity of the university. In
Ukraine, it gradually increases; by 2025, Sumy State
University has 2,5, Taras Shevchenko National University
of Kyiv has 2,2, and Ivan Franko National University of
Lviv reaches 1,3. Most HEIs have lower values due to low
publication activity and limited international collaboration.

At NTU “KhPI,” CPF remains stable (1,3) in 2022—
2025, indicating low citation rates. To improve this, it is
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necessary to encourage publications in Scopus/WaoS, create
expert groups for editing articles in English, expand
participation in international projects, and involve young
researchers.

The results on the dynamics of the international
faculty ratio (IFR) for 2022—2025, presented in Fig. 5, are
as follows.
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Fig. 5. Dynamics of the IFR indicator

The IFR indicator has a weight of 5% in QS WUR
and reflects the level of internationalization of the
university. In Ukraine, the indicator is low; as of 2025, Igor
Sikorsky Kyiv Polytechnic Institute has 1,0, Taras
Shevchenko National University of Kyiv has 1,5, and V. N.
Karazin Kharkiv National University has 3,3. The indicator
is influenced by the war, limited mobility, and a lack of
grants.

At NTU “KhPL,” IFR increased from 1,1 (2022) to 1,7
(2025), but this is not sufficient for significant progress. It
is recommended to develop English-taught programs,
attract PhDs from the EU, conclude agreements with
partner institutions, and create conditions for visiting
professorships.

The dynamics of the QS WUR indicator related to the
international student ratio (ISR) for 20222025, presented
in Fig. 6, are considered next.
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Fig. 6. Dynamics of the ISR indicator

The ISR indicator has a weight of 5% in QS WUR
and reflects the international attractiveness of the

university. In Ukraine, V. N. Karazin Kharkiv National
University leads with 55,7 % , Sumy State University has
40,5 %, Taras Shevchenko National University of Kyiv
has 3,9 % , and other HEIs have upto 2 % .
NTU “KhPI” increased its ISR from 17,9 % (2022) to
20,1 % (2025), due to English-taught programs and
international cooperation. To maintain this growth trend, it
is necessary to expand English-taught programs, strengthen
support services for international students, and develop the
KhP1 brand as a regional center of engineering education.
The next indicator is the international research
network whose dynamics for 2022-2025 are presented in
Fig. 7.
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Fig. 7. Dynamics of the IRN indicator

The IRN indicator has a weight of 5 % in QS WUR
and reflects the number of publications produced in
collaboration with international partners. In 2025, leaders
include Taras Shevchenko National University of Kyiv
(40,3), V. N. Karazin Kharkiv National University (29,4),
and Sumy State University (28,9); Igor Sikorsky Kyiv
Polytechnic Institute has 20,4, lvan Franko National
University of Lviv reaches 18,9, and Kharkiv National
University of Radio Electronics reaches 11,9.

At NTU “KhPIL,” IRN fluctuated: 13,7 (2023), 1,0
(2024), and 11,4 (2025) due to changes in QS methodology.
In 2025, QS WUR updated the formula and normalization,
eliminating some errors; as a result, the average value
returned to the 2023 level, but this was accompanied by a
“compression” of the scale and a loss of the indicator’s
discriminative power [12].

The dynamics of the QS WUR indicator related to
employment outcomes (EO) for 2022-2025, presented in
Fig. 8, are then considered.
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Fig. 8. Dynamics of the EO indicator
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The EO indicator has a weight of 5 % in QS WUR and
reflects the university’s success in the labor market. In
2025, Taras Shevchenko National University of Kyiv
reaches 45,5, Igor Sikorsky Kyiv Polytechnic Institute has
21,3, and lvan Franko National University of Lviv has 15,2;
low values are observed where practical training is
insufficient.

AtNTU “KhPI,” EO remains low and equals 4 (2025),
indicating the need to develop employment support, in
particular career planning courses, a partner network,
startup incubators, mentoring, and the involvement of
alumni as ambassadors of the university brand.

The dynamics of the sustainability index (SUS) for
2022-2025, presented in Fig. 9, are as follows.
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Fig. 9. Dynamics of the SUS indicator

The SUS indicator has a weight of 5% in QS WUR
and includes environmental and social impact as well as
inclusion policies. In 2025, the leaders among Ukrainian
HEIs are Sumy State University with 7,5, Ivan Franko
National University of Lviv with 11,5, and KhPI and Taras
Shevchenko National University of Kyiv with 1,6, which
indicates the initial integration of sustainability principles.

At NTU “KhPI1,” SUS increased to 1,6 due to energy-
efficient and innovative projects; however, there is no
systemic ESG strategy, monitoring of social indicators, or
public reporting. To improve this, it is advisable to

implement inclusion policies, cooperate with local
communities, and introduce sustainable infrastructure
solutions.

For the analysis, Ukrainian universities officially
represented in the QS World University Rankings in 2022—
2025 were selected. Since NTU “KhPI” competes with
these institutions within the national QS segment, their
indicator values can serve as realistic benchmarks for
determining its own target values. Indicators already
achieved by other Ukrainian HEIs under similar economic,
staffing, and organizational conditions indicate that such
levels are achievable for KhPI as well. Table 1 presents
characteristic values of key QS indicators for universities
in different ranking clusters (1001-1200, 741-750, 701-
710, etc.), which makes it possible to determine
benchmarks necessary to improve KhPI’s position.

Based on the comparison of the dynamics of key
indicators for Ukrainian universities represented in QS
WUR, realistic target benchmarks have been established
for NTU “KhPI.” Table 2 presents the current values of the

university’s indicators K,, approximate upper limits, that

reflect the maximum feasible level of indicator develop-
ment in the medium term, as well as the maximum annual
increment AK; . The target values were determined taking

into account the typical growth limits of specific indicators
observed in Ukrainian HEIls under similar operating
conditions, as well as the specifics of each metric—ranging
from inertial reputation indicators to structural indicators of
internationalization and research collaboration. The
established system of constraints forms the basis for
constructing an optimization model of university resource
allocation.

Table 1. Ranking indicators of selected universities

. Position Position | Position Position

In\?{;ﬁigor of the HEI of the of the of the HEI
(4) HEI (9) HEI (8) (10)
AR 6.5 12.9 18.9 100.00
ER 10.6 16.9 36.6 100.00
FSR 54.3 64.6 27.0 100.00
CPF 1.3 1.4 2.2 100.00
IFR 1.7 3.3 15 99.30
ISR 20.1 55.7 3.9 86.80
IRN 11.4 29.4 40.3 96.00
EO 4.0 4.0 455 100.00
SUS 1.6 4.9 1.6 99.06

Table 2. Determination of target indicators

Indicator K. Max AK. AK.
value ' ' '
AR 6.5 15.0 1.0
ER 10.6 20.0 1.0
FSR 54.3 70.0 1.0
CPF 1.3 3.0 0.3
IFR 1.7 12.0 2.0
ISR 20.1 30.0 1.0
IRN 11.4 30.0 5.0
EO 4.0 15.0 2.0
SUS 1.6 10.0 1.0

A nonlinear programming problem with Boolean
variables and linear constraints is solved. This type of
problem can be addressed using implicit enumeration
methods and nonlinear programming methods. Given the
characteristics of the objective function and the defined
constraints of the proposed optimization model, it is
necessary to select an appropriate solution method. Due to
the nonlinearity of dependencies and incomplete data,
linear and nonlinear programming methods [22], deep
learning, and agent-based modeling proved to be limited.
The most effective approach selected is the genetic
algorithm (GA), which is robust to nonlinearities and
capable of integrating heterogeneous constraints [23].

To allocate resources among the activity areas of an
HEI in order to improve ranking indicators, multicriteria
optimization must be applied. To solve this problem, it is
proposed to use a genetic algorithm and machine learning
methods. This will make it possible to account for the
resource constraints of the university and to propose
effective options for resource allocation.

Conclusion and future work. The retrospective
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MATEMATHUYHE MOJIEJTIOBAHHS JIJISI OITUMIBAILIL PECYPCIB YHIBEPCUTETY HA OCHOBI
IMOKA3HHKA QS WUR

V cTatTi IpoBEAEHO PETPOCTICKTHBHII aHai3 KII0Y0BUX Moka3HuKiB peitunry QS World University Rankings st ykpaiHChKHX 3aKia/IiB BUIIOI OCBIiTH
3 MeToro (pOpMyBaHHS peamiCTHYHHX IinboBHX opieHTHpiB po3BuTKy HTY «XIII». PosrmsHyTo nuHamiKy NMOKa3HWKIB PEHTHHTY B MOPIBHSHHI 3
MPOBITHUMH YKPATHCBKUMHU YHIBEpCUTETaMH, IO Jaj0 3MOTY BHU3HAUMTH JOCSHKHI MEXi 3POCTaHHS KOXKHOTO 1HIMKATOpa Y CepeJHbOCTPOKOBIi
nepcrnekTiBi. Ha OCHOBI OTpUMaHHMX pe3ylbTaTiB CHPOPMOBAHO CHCTEMY LIIBOBUX 3HAUEHb, SIKI MOXKYTb OYTH BHKOPHCTaHI YHIBEPCHUTETOM IS
ITi/IBUIIEHHS BJIACHOI MO3MILIi y peHTHHTY. 3alpoIlOHOBAHO MaTeMaTH4YHY MOJENb ONTHMi3alil po3MOAiTy pecypciB, cIpsIMOBaHY Ha MiHIMi3alliio
BIAXMJICHHS MDK (DaKTUUHHMH Ta IiTbOBUMH 3HAYCHHSIMH MOKa3HHKIiB. MoJenb MOJAHO sIK 3afady KBAaApaTHYHOTO MPOTpaMyBaHHs 3 OyIeBHMH
3MIHHUMH Ta JIIHIHHUMH OOMEXEHHSIMH, 1110 BiJOOPaXKatoTh OOMEKEHICTh peCypCiB YHIBEPCUTETY Ta MHOXKUHY MOXJIMBUX 3aXOJiB Ul MOKPALICHHS
KOXXHOTO iHJMKaTopa. 3 OISy Ha HEIiHIHHICTh B3a€MO3B SI3KiB 1 HETIOBHOTY BHXIiJTHHX JIAHAX OOTPYHTOBAHO 3aCTOCYBAaHHS TEHETHYHOTO AJITOPHTMY,
SIKMA 3a0e3nedye e(eKTUBHUIN MOLIYK ONTHMAIbHUX BapiaHTIB PO3IOJIIIY pPecypciB 3a yMOB OaraTokpurepiaibHOCTI. [l0aTKOBO MiAKPECIEHO, 110
3aIpONOHOBAHMH MiAXiJl JO3BOJISAE aaNTyBaTH CTPATETIIO PO3BUTKY YHIBEPCUTETY JIO TMHAMIYHMX YMOB MIXXHApPOJHOTO OCBITHHOTO CEPEIOBHILA Ta
BPaxoBYBaTH 3MiHY BarW OKPEeMHX iHIMKATOPIiB Y METOAONIOTIi peiTHHTY. Mozens Moxke OyTH BUKOPHCTaHa K iHCTPYMEHT JIUIsl CIIEHApHOTO aHAaJli3y Ta
(opmyBaHHsI pi3HHX BapiaHTIB yIPaBIiHCHKUX pillleHb. [IpakTHYHA 3HAYYILICTH POOOTH TOJISTae y MOXKIMBOCTI iIHTErpalii OTpPUMaHUX PE3yJIbTaTiB y
CHCTEMY CTPATEriqHOro IIaHyBaHHA yHiBepcuTeTy. OTpuMaHi pe3ynbTatd GOpMYIOTh HiAIPYHTS Uil CTBOPEHHS 1H(OOPMAIIHOT CUCTEMH MiATPUMKH
ctparerigHoro ynpasniaHs 3BO. IMogambmi fociimkeHHs nependayaroTh eKCIIepUMEHTANbHY MEepeBipKy MOAENi Ha peTpocneKTHBHUX JaHnx HTY
«XII» Ta po3poOKy MPOrpaMHOrO IHCTPYMEHTY, OPi€HTOBAaHOTO Ha MiJBUIIECHHS €()EeKTHBHOCTI YNPABIiHCHKUX PIlI€Hb i TMOKPALICHHS IMO3MIIiH
YHIBEPCUTETY B MIKHAPOAHUX PEUTHHTAX.

Keywords: kiIo4oBi MOKa3HUKH e(peKTHBHOCTI, MOJENb ONTHMI3alii PO3MOALTY pecypciB, NpPHHHSATTS pillleHb, PEHTHHI, CTpaTeridHe
ynpaBiiHHs, iHpopMaliiiHa cucrema
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ANDROID APPLICATION MODULARIZATION ESTIMATING MODEL

The relevance of the research, the results of which are presented, is determined by the fact that mobile applications have evolved into complex software
systems with growing code bases, which complicates development, testing and support. It is shown that improving the maintainability and scalability of
Android applications projects is possible by moving from a monolithic architecture to a modular architecture, based either on the list of functions that
the application should perform, or on the architectural features of creating the application. To select a modularization option, a classification of
approaches to modularization implementing is proposed. Regardless of which direction of modularization implementing is chosen, it is aimed at reducing
the impact of changes in one module on the need to make changes to others. Such a dependence between modules can be assessed by determining the
cohesion and coherence of the project and individual modules. To quantitatively assess the advantages of modularization, a mathematical model has
been developed that takes into account the balance between the cohesion of modules and the integrity of the project in whole. The model proposes to
take into account the number of modules into which the monolithic architecture will be divided, the level of interaction between the modules that will
be selected, as well as the level of their dependence on each other. Expressions are presented for automating calculations of division options into modules.
The results of the assessment of the modularization of the Android application project for e-commerce based on different approaches to modularization
implementing are presented. The obtained evaluation data allowed us to demonstrate the potential of modularization in reducing project assembly time,

minimizing conflicts, and increasing project flexibility, offering a scalable solution for modern mobile development.
Keywords: classification of approaches to Android application modularization implementing, modularization model, evaluation indicators for

Android application modularization options, project cohesion and coherence.

Introduction. Mobile applications perform the
majority of informational tasks required by people in
everyday life. Over the past decade, mobile development
has undergone significant evolution: from simple
applications with basic functions, such as calculators or
notepads, it has advanced to complex software systems,
such as social networks, governmental programs,
navigation systems, banking applications, and business
software. As the power and functionality of mobile devices
increase, so do user demands. Project sizes are
continuously expanding, and their complexity is rising
exponentially. Modern mobile applications often contain
hundreds of thousands of lines of code and numerous
integrations with external services, making their develop-
ment, testing, and maintenance increasingly challenging
tasks. The main typical problem faced by large projects is
the complex structure of the code, which makes it difficult
to detect errors. The complex structure of monolithic code
complicates both manual and automated testing, makes it
labor-intensive and resource-intensive, and flexibility,
scalability and ease of support suffer.

Purpose of the work. The briefly described features
of modern mobile application development determine the
relevance of research that considers the issue of structuring
the code of large-scale mobile applications, since
unstructured code can lead to development delays,
increased costs and reduced product quality. This article
presents the results of one of the studies in this scientific
and practical direction, the object of which is the process of
creating mobile applications for the Android platform with

a large amount of code. The subject of this study is
approaches to organizing development and principles of
code structuring to ensure maintainability and scalability of
the mobile application project.

The purpose of the research was to reduce the time for
testing and compiling a version of the mobile application.

The purpose of the article, which is presented at the
discretion of specialists, is to reveal the concept of modu-
larization of a mobile application project, present a clas-
sification of approaches to implementing modularization
and a model for assessing the effectiveness of modulari-
zation, as well as present the results of assessing the
effectiveness of modularization for different approaches
using the example of one of the projects of a specific
development company.

Research results.

1. Analysis of problem areas in the development of
large-scale mobile applications projects and known
approaches to solving them. Studying sources [1] and [2]
allows to create a vision of the mobile application
development process. The development process of a mobile
application often begins with a single-module "Hello
World!" project and continues by adding new code,
creating function after function.

Developers divide the code mobile application into
meaningful parts based on the app’s features. Popular
examples of such features are Authorization, Registration,
Onboarding, Home Screen, Search, Product Catalog,
Product Details Page, Account, Payment, Favorites, etc [3].

Developers in same time also attempt to divide the
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code according to the principles of Clean Architecture and
SOLID [4]. That’s why every project usually contains
separate packages with code for business logic (domain
layer), code for retrieving data from the network, files, or
database (data layer), and code for presenting the interface
(Ul layer). In all modern projects Dependency Injection [5]
frameworks are commonly used to create instances of
classes according to their scope.

Staying within a single module, classes have access to
all other classes because of their internal visibility. That’s
why they are often misused, contrary to the principles of
single responsibility, interface segregation, and the open-
closed principle. As result a team create typical single-
module monolithic giant projects.

A typical large project is developed and maintained
by a big developer team. This means that all developers
regularly encounter merge conflicts, the resolving of which
is a complex technical task. These conflicts can lead to new
bugs that are difficult to prevent.

Additionally, a large monolithic project on each
developer’s local machine has a certain compilation time.
Changing any line of code triggers a long, full rebuild of
the project, reducing work productivity.

Moreover, large projects use automated processes for
code testing, build assembly and distribution. Typically,
each merge request on a remote server is checked by lint
and ktlint; the code is compiled into some build variants,
and JUnit tests and integration tests are run. Also checks of
code quality, code security, codebase size, and content
unigueness may also be executed [6]. Depending on the
project size and the number of checks and tests, the entire
process for a single merge request can take from a couple
of minutes to an hour or more of expensive server machine
time. Also the productivity of developers decreases while
they wait for the remote verification to complete.

Over time any project grows and requires changes.
Each change can introduce errors into the existing code,
which either go unnoticed and turn into crashes in
production or are identified by costly manual or automated
regression testing.

Since the obvious cause of the listed problems is the
large size of programs, the evident solution is to divide
projects into smaller parts that can be developed, tested, and
compiled separately. A common approach is to extract parts
of the code into separate projects, which are then included
in the main project as pre-compiled JAR or AAR files or as
external dependencies of the code assembler that bring pre-
compiled code into the project [7]. This approach is
commonly used by companies that develop multiple
software products built on reusable internal libraries. The
main benefits of this approach are reduced code conflicts,
faster compilation times, and faster testing of the main
project. The effect is achieved because writing the code in
a separate, small repository eliminates merge conflicts and
improves code quality. Only public classes are visible
externally, while the internal logic remains encapsulated.
The code in such a library is covered by tests and checks
that are only run when the library itself changes.
Compilation occurs before the library is deployed, not in
the main program.

However, the approach also has disadvantages related

to architectural limitations. Not every fragment of code can
be isolated and reused for a long time without
modifications. If functionality undergoes frequent changes,
it must be updated, tested, and published before being used
in the main project. Additionally, if this functionality
depends on another internal library that also requires
changes, maintaining and developing such projects beco-
mes a complex technical challenge related to versioning.
Therefore, this approach is typically not applied to projects
that do not require code reuse, and therefore there is a need
to find other approaches to structuring the mobile appli-
cation code.

2. The essence of a modularization and
classification of approaches to implementing
modularization a mobile application project.

2.1. The essence of modularization and basic
assessment of the effectiveness of its implementation.
The concept of "modularization of a mobile application
project" should be understood as the distribution of project
code into files to ensure ease of development, flexibility to
changes in requirements, maintainability and scalability.
The term is compiled based on a similar term
in robotics [8].

Assuming that the compilation time of a monolith
project depends on the number of files n and the complexity
of dependencies between them O( f(n)):

Tooo = O(F(N)).

In @ modular approach, where the project is divided
into m independent modules, each containing n/m files, the
compilation time becomes:

Tmodular =0 (wj :

m

To build projects, the development company on which
the research was conducted uses Gradle, an Android
application build system that provides flexibility,
automation, and support for numerous plugins. It is the
standard in modern Android development due to its
adaptability and efficiency [9]. Dividing a project into
independent Gradle modules allows you to build and cache
them separately. Gradle supports parallel and incremental
builds.

Incremental building means that Gradle rebuilds only
the modified files, leaving the rest of the project untouched.
At the same time, separate parts are built simultaneously in
parallel processes, significantly speeding up the build. The
Gradle Build Cache configuration allows reuse of results
from previous builds, avoiding duplicated effort.

Time of incremental compilation:

Toia = O(f(AN)).

where An is the number of modified files.

In a monolith project An=n, whereas in a modular
project An~n/m.

Thus, even splitting a single-module project in half

into two modules can approximately halve the build time if
changes are made to only one module. This is highly
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beneficial for large projects, where every second of saved
time matters.

At the same time the number of merge conflicts
depends on the number of modified files F and number of
developers D:

Crore =O(F D).

If the code is divided into modules and developers
work independently then:

Cmono =0 [QJ .
m

This means that the more modules there are, the fewer
code conflicts occur.

In the course of further research, results were obtained
that allow implementing modularization and assessing the
feasibility of its use.

2.2. Formal model of modularization. The first step
was to create a formal model of the Android application.

Android application may be represented as a set of all
its components S (e.g., classes, functions, resources, etc.)
Then modularization may be considered as a division the
set S into subsets (modules) that meet certain criteria
(functionality, independence, reusability).

The set of all components of the application:

S ={c,.c,,....Cy }

Modularization M may be considered as a family of
subsets, where each module is subset of S:

M={M; . My,,..M, ..M} M, cS.

The union of all modules covers the entire application:
K
i=1

In the ideal case modules do not intersect, though in
reality, there may be weak dependencies:

Thus, modularization is the portioning of the set S into
non-overlaping (or minimally overlapping) subsets:

The division of a project into modules can be done in
various ways [10], which are discussed below.

2.3. Classification of approaches to implementing
modularization.

2.3.1. Horizontal Modularization. The horizontal
approach is based on dividing the code into layers in
accordance with the principles of Clean Architecture [11],
where the project is split into data, domain, and Ul layers:

M = {M data » M domain M ul }
Compilation time of monolith project is:

Tiono = Tdata + Taomain + Tut »

where Tyua s Taomain @Nd Ty, are compilation time of code

of appropriate parts.
For a modular approach where work is done in
parallel:

Thor,mudular = maX(Tdata ’Tdomain ’TUI )

It is recommended to begin the dividing by identifying
business entities (in the terminology of the Kotlin language,
used for Android development, these are data classes).
Business entities are managed by usecases, which provide
data for screen models. Usecases retrieve data from
repositories, which are hidden behind interfaces. Entities,
usecases and repository interfaces are extracted into a
separate domain module, which has no external depen-
dencies and does not depend on the type of software
product, as it defines only business logic.

Next, the implementation of repositories and all logic
for retrieving data from the network, files, and databases
are moved to a separate data module. The data module
operates with its own internal entities (data classes), which
are serialized for storage and transmission and deserialized
and transformed into domain entities for delivering data to
the domain. Thus, the data module depends on the domain
module and on external libraries for data handling (Retrofit,
Socket, Room, Preferences, Data Storage).

The remaining main module contains the code for the
Ul presentation, which depends on the domain module,
from where it retrieves data. The Dependency Injection
framework (Hilt, Dagger) creates entities, keeping the data
logic hidden from the Ul presentation (look at Fig. 1).

Fig. 1. Horizontal Modularization

Thus, any project can be divided into three parts, each
of which is compiled and tested separately.

2.3.2. Vertical Modularization. The strategy of
vertical module splitting is applicable when a project can
be divided into features that are independent of one another.
This, for example, works well for projects with a plain
client-server architecture, where each individual screen (or
a group of screens of the same feature) can be isolated. In
this approach, one base module is identified, which
manages navigation to the screens of other modules via
interfaces. For instance, in a typical E-commerce project,
these could be modules for product, cart, order, and user
profile (see Fig. 2). The feature modules do not depend on
each other and know nothing about one another, their logic
is encapsulated. Only the base module is aware of the
public interfaces of the other modules. In formal view
division may be presented as

M = {M base M product M order M profile }

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii

64

ananiz, ynpaguinus ma ingopmayiini mexronoeii, Ne 2 (14) 2025



ISSN 2079-0023 (print), ISSN 2410-2857 (online)

The compilation time in the vertical approach is
K
Tvert.modular = zizlo( f (ni ))’

where n; is the size of every feature module.

Fig. 2. Vertical Modularization

Thus, this approach resolves issues related to compi-
lation time, code conflicts and test execution.

2.3.3. Combined Modularization. In small to
medium-sized projects, applying only vertical or horizontal
modularization may suffice. However, in large enterprise
projects with distributed development teams, the effec-
tiveness of modularization may remain low if only one
approach is used.

In these situations, a combined approach is applied,
integrating both vertical and horizontal modulariza-
tion [12].

The code is split into modules both vertically and
horizontally. Each functionality is isolated into separate
data, domain, and Ul modules (see Fig. 3).

Fig. 3. Combined Modularization

Domain modules may depend only on each other.
Each data module depends only on its corresponding
domain module and remains hidden from other data and Ul
modules. The code for each feature screens is encapsulated
in separate Ul modules, which depend on their respective
domain modules and expose only navigation interfaces
externally. A single base module retrieves all entities from
Dependency Injection framework, launches the mobile
application and manages navigation.

In formal view division may be presented as

M datal: M domainl M uil
M =

M dataK ! M domainK M UIK

The total compilation time for a fully divided project:

T

comb.modular

= mia)(o(mj7

m

This approach minimizes merge conflicts and
significantly reduces the time required for building and
testing the project, as Gradle efficiently uses caching, and
tests are executed only for the modules that have been
modified. The number of tests remains minimal since only
small, isolated modules are tested.

A drawback of this approach is the complexity of
creating the modules. Therefore, while combined modula-
rization is the best solution for large-scale projects, deter-
mining the optimal number of modules remains an open
question. To address this, a mathematical model is required
to calculate the benefits of modularization.

3. Mathematical model of modularity estimating.
To assess the benefits of modularizing native Android
applications, a mathematical model is proposed that acco-
unts for the internal cohesion of modules and their external
dependencies.

The model is based on the following elements.

Let it created a set of modules M:

M={M;,M,...M}.

where M; is an individual module.
A directed graph of connections may be described as

G =(M,E),

where E < M xM represents dependencies between
modules (it is the set of directed edges that describe the
connections between modules).

For each edge e;; € E the communication cost bet-

ween modules M; and M can be defined as

Cij = f(L" Dij)v

ij?
where L;; is the connection latency and D; is the volume

of data transmitted.
The key idea lies in balancing two characteristics: the
cohesion of a module Coh(M;) and the coherence of the

system Cohes(M). Cohesion Coh(M;) measures the

internal consistency of a module (in conditional units from
0 to 100), while coherence Cohes(M) is defined as the

number of connections between different modules |E| .

The objective function for the benefit of multi-
modularity is given as follows:

V(M) =a'iCoh(Mi)—ﬂ~Cohes(M),

i=1

where « is the weight coefficient for cohesion, and g is the
weight coefficient for coherence.

To evaluating modularization more realistically, the
objective function have been extended by adding a
saturation term for the intrinsic benefit of modularization
and a fragmentation cost that grows with the number of
modules:
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N
V(M)=a-) Coh(M,)- B-Cohes,, +
i=1
+ By (1—e ) =C N,

where Cohesg — the level project coherence between

modules (to distinguish it from per-module cohesion);
B,. -(l—e™") — the saturation benefit of having more

modules; B, — the maximum attainable bonus, k >0 is

the saturation rate; C_ N% — the fragmentation (coordi-

cpl
nation) cost that grows with the number of modules;

C., >0 — the amplitude of that cost; g is a dimensionless

scaling exponent that controls the nonlinearity of the
fragmentation cost.

In the subsequent calculations the following
empirically derived coefficient values was used: a=0.5,
B =035, By, =900, k=006, C,, =06, q=18.

The goal of the model is to maximize V (M), which

is achieved by increasing the internal consistency of
modules while minimizing their external dependencies.

4. Practical calculations. To demonstrate the
model’s functionality, let’s consider an example of an E-
Commerce application on Android, written in Kotlin, with
a total codebase of 200 000 lines. The application includes
eight functional areas: authorization, product pages,
product categories, search, bag, checkout, user profile
(payment details, shipping address), and order history. Is
was calculated V(M) for three architectural variants: a

single-module project, a multi-module project with 8
modules, and a multi-module project with 24 modules
based on Clean Architecture principles.

4.1. Single-Module Project. In the first variant, the
entire application code (200 000 lines) resides in a single
module M, , encompassing all functions — from authori-

zation to order history. The number of modules is N =1 and
the size |M;| =200 000 significantly exceeds S, , which

is permissible for this baseline case. Cohesion
Coh(M,) =50 as the mixing of eight diverse functions

(e.g., payment logic with category Ul) reduces internal
consistency. There are no external connections, so
Cohespg =0. Calculation:

V(M,)=05-50-0.35-0+
+900-(1-e%*"-0.6-1"° =76.81.

The value V (M,) =76.81 reflects low benefit due to

weak cohesion, although the absence of inter-module
dependencies eliminates any coherence penalty. This
approach is typical for monolithic applications, where
maintenance and scaling are challenging.

4.2. Multi-Module Project (8 Modules). In the
second variant, the application is divided into 8 feature-
modules, each responsible for a separate function.

The number of modules is n=8, and the code is
distributed as follows: authorization — 15000 lines;
categories — 30 000; search — 20 000; cart — 25 000;
payment — 30 000; profile — 25 000; history — 15 000.

Summa of lines in modules equals 200 000.
Module cohesion is high due to functional isolation:
e Coh(M,) =90 (authorization);

e Coh(M,) =85 (product pages);
e Coh(M,) =80 (categories);

e Coh(M,) =85 (search);

e Coh(M;)=80 (bag);

e Coh(M,) =85 (checkout);

e Coh(M,) =80 (profile);

e Coh(M;) =90 (order history).
Sum of cohesions:

8
> Coh(M,) =
i=1
=90+ 85+80+85+80+85+80+90 = 675.

Connections between modules include:
authorization — profile;

authorization — cart;

product pages — bag;

categories — product pages;

search — product pages;

bag — checkout; checkout — order history;
e profile — checkout;

e order history — product pages.

Total Cohespg =9.

Calculation:
V(M,)=05-675-0.35-9+
+900- (1-e°%®) -0.6-8"° =652.11.

The value V(M,)=652.11 demonstrates a signifi-

cant increase in benefit compared to the single-module
variant V(M,)=76.81 due to high cohesion (average

Coh(M;) =~ 84.4) and moderate coherence, confirming the

effectiveness of modularization for medium and large
applications.

4.3. Multi-Module Project with Clean Architecture
(24 Modules). In the third variant, each of the 8 feature-
modules is split into three layers according to Clean
Acrchitecture principles: data layer (data handling), domain
layer (business logic), and Ul layer (interface). This results
in N=8-3=24 modules. The code has been divided into
several parts, the description of which is presented below.

Feature Authorization: data 4 000 lines, domain
3000, Ul 8 000 lines of code (15 000).

Feature Product page: data 10 000, domain 8 000,
Ul 22 000 (40 000).

Feature Categories:
Ul 16 000 (30 000).

data 8 000, domain 6 000,

Feature Search: data 5000, domain 4 000,
Ul 11 000 (20 000).
Feature Bag: data 6000, domain 5000,

Ul 14 000 (25 000).
Feature Checkout:
Ul 16 000 (30 000).

data 8000, domain 6 000,
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Feature Profile: data 6 000, domain 5 000, Ul 14 000
(25 000).

Feature Order History: data 4 000, domain 3 000,
Ul 8 000 (15 000).

Total: 200 000 lines of code.

Layer cohesion is high due to strict isolation:
Coh(M,.) =90 (data logic); Coh(M )=95 (use
cases); Coh(M ;) =80 (because Ul depends on domain).

Calculation of cohesions: 8-90=720 (data);
8-95=760 (domain); 8-80 =640 (UI).
Sum of cohesions:

domaini

24
D" Coh(M,) =720+ 760+ 640 = 2120.

i=1

Calculation:
V(M,,)=05-2120-0.35-25+
+900-(1-e°%*) —0.6-24"® =1554.98.

The value V(M,)=1554.98  demonstrates

maximum benefit due to high cohesion (average
Coh(M,) =~ 88.3), despite the increase in coherence.

4.4. Variants 4, 12 and 50 modules. In the same way
calculations for 4 modules, 12 modules and 50 modules
project were done to expand data for diagram.

4-Module Variant (V(M,) =348.36) shows a signi-

ficant improvement over the single-module variant due to
better functional isolation, but its benefit is limited by lower
cohesion (broader feature groups) and moderate coherence.
It is a practical starting point for smaller projects or teams
transitioning from a monolithic architecture.

12-Module Variant (V(M,,) =901.06) offers a

higher benefit than the 8-module variant due to finer
granularity and higher cohesion, but it is penalized by
significantly higher coherence (38 edges vs. 9 in the 8-
module variant) due to the addition of utility modules. This
approach is suitable for medium-to-large projects where
shared utilities are beneficial but not yet requiring full
Clean Architecture.

50-Module Variant (V(M,,)=1427.27) shows a

lower benefit than the 24-module optimum, indicating a
smooth decline beyond the peak due to diminishing
cohesion gains and increasing fragmentation/coordination
costs from over-modularization.

Results are present below in table 1 and Fig. 4.

Table 1 — Results of calculation of modularity benefits

Variant n iCOh(Mi) Cohes,, V(M)
i=1

Single-Module | 1 50 76.81
Multi-Module 1 | 4 330 4 348.36
Multi-Module 2 | 8 675 652.11
Multi-Module 3 | 12 1010 38 901.06
Multi-Module 4 | 24 2120 25 1554.98
Multi-Module 5 | 50 2600 120 1427.23

Fig. 4. Dependency of Modularization Benefit V(M)

on Number of Modules n

4.5. Analysis. Comparing the three variants reveals:
the single-module project (V(M,)=76.81) offers low

benefit due to weak cohesion; the 8-module variant
(V(M,) =652.11) improves the result through functional

isolation; the 24-module variant with Clean Architecture

(V(M,,) =1554.98) maximizes VM) due to strict layer

separation. For Android applications on Kaotlin, this
underscores the value of modularization, especially
Cohes(M) with tools like Hilt to minimize dependencies.

The increase in from 0 to 25 is offset by the rise in
D _Coh(M;) from 50 to 2120, making the 24-module

approach optimal for large projects.

Conclusions. Presented results of the study
demonstrates that modularization significantly enhances
the maintainability and scalability of Android applications,
addressing the limitations of monolithic architectures. By
applying horizontal, vertical, and combined modularization
strategies rooted in SOLID principles and Clean Archi-
tecture, developers can reduce merge conflicts, accelerate
build times, and streamline testing processes.

The proposed mathematical model provides a
guantitative framework to evaluate these benefits,
revealing that a 24-module structure, integrating feature
and layer-based separation, offers the greatest advantage
for large-scale projects (benefit score: 1554.98) compared
to single-module (76.81) or 8-module (652.11) designs.
While the complexity of managing numerous modules
poses challenges, tools like Gradle and Dependency
Injection frameworks (e.g., Hilt) mitigate these drawbacks.
Future research could refine the model by incorporating
dynamic factors such as team size, development velocity,
or real-world performance metrics, further optimizing
modularization strategies for enterprise mobile applications
across platforms.
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MO/IEJIb OIITHIOBAHHS MOIYJISIPU3AILIIl ANDROID-3ACTOCYHKIB

AKTYaJIbHICTB JIOCIIJKEHHS, PE3YJIbTaTH SKOTO MPEICTABIICH], BU3HAYAETHCA THM, 110 MOOUIBHI 3aCTOCYHKH €BOJIOIIOHYBAIM B CKJIAIHI IPOrpamHi
CHCTEMH 3i 3pOCTAIOUUMHU KOJJOBUMHU 0a3zaMH, 110 YCKIAJHIOE PO3POOKY, TECTyBaHHS Ta MIATPUMKY. [loka3aHo, 1110 MOKPAIIEHHS CYIPOBOKYBAHOCTI
Ta MacITaboBaHOCTI MPoekTiB Android-3acTOCYHKIB MOXIMBE MIIIXOM NEPEX0/LY BiJl MOHOJTITHOT apXiTEKTypH 0 MOIYJIbHOI apXiTeKTYpH, BUXOITIH
a0 3 meperniky (yHKIH, sIKi Ma€ BUKOHYBAaTH 3aCTOCYHOK, a00 3 apXiTEeKTypHHX OCOOJMBOCTEH CTBOpPEHHsS 3aCTOCYHKY. Jlist BHOOpy BapiaHTa
MOJyJIsIpU3allii 3aIporoHOBaHO Kiacu(ikalilo miaxoniB o Moxyisipusanii. HesanexHo Bij TOTo, KUl HapsIMOK peajizawii Moxynspusanii oopaHo,
BiH CIIPSIMOBAaHM Ha 3MEHIICHHS BIUIMBY 3MiH B OJJHOMY MOJYJIi Ha HEOOXi/THICTh BHECEHHS 3MiH JI0 iHmMX. TaKy 3a1eXHiCTh MiXK MOTYJISIMH MOXHA
OI[IHUTH, BU3HAYMBIIM 3B’SI3HICTH Ta Y3TOJDKEHICTh TPOEKTY Ta OKPeMHX MOJyIiB. J{is KiNbKiCHOI OLIHKHM TepeBar MOJYIBHOCTI PO3poOIIeHO
MaTeMaTHYHy MOJEINb, SKa BPaxoBye OallaHC MK 3B’S3HICTIO MOJIYJIIB Ta LUTICHICTIO IPOEKTY B LiIoMy. MoJeiab NPONOHYE BPaXOBYBATH KUIBKICTh
MOJIYJIiB, Ha sIKi Oy/ie po3/ijieHa MOHOJIITHA apXiTeKTypa, piBeHb B3aeMOJIi M’k MOIYJISIMH, 110 OYIyTh 00paHi, a TAKOXK PiBEHb 1X 3aJIe)KHOCTI OJIUH Bij
oxHoro. IIpencraBieHo Bupasm 11 aBTOMaTH3alil po3paxyHKiB BapiaHTiB moairy Ha Moxyii. IIpencraBieHo pe3ynbTaTH OILIHKH MOJYISpU3AIii
npoekty Android-3acTOCyHKy Ul €IEeKTPOHHOI KOMepIii Ha OCHOBI PI3HMX MiAXOAIB 10 peamizaiii Moxynspusamii. OTpiUMaHi OIIHKK JO3BOJIMIN
TIPOJIEMOHCTPYBATH TOTEHIIIa]l MOYJISIpH3allii y CKOPOYEHHI Yacy 30MpaHHs NMPOEKTY, MiHiMi3amil KOH(IIKTIB Ta MiJBUIIEHHI THYYKOCTI TPOEKTY,
TIPOTIOHYOYH MacIITaboBaHe PIllIeHHs JUIs Cy4acHOT MOOITBHOT PO3POOKH.

Karouosi ciaoBa: kmacubikariis miaxomiB g0 pearizamii mMomymspusarii Android-3acTocyHKiB, MOIETh MOMYISPU3AIi, MOKA3HUKH OIIHKA
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Toeni imena asmopis / Author's full names

Asrtop 1/ Author 1: Isyxriasos [Imutpo Enyapmosuy / Dvukhhlavov Dmytro Eduardovych
Asrtop 2 / Author 2: Tleauneus Onbra Cepriieua / Pelypets Olha Serhiivna
Asrtop 3 / Author 3: JIsyxrnasoBa Ansona Cepriisaa / Dvukhhlavova Alona Serhiivna

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii
68 ananiz, ynpaguinus ma ingopmayiini mexronoeii, Ne 2 (14) 2025



ISSN 2079-0023 (print), ISSN 2410-2857 (online)

THO®OPMAIIMHI TEXHOJIOTII

INFORMATION TECHNOLOGY

DOI: 10.20998/2079-0023.2025.02.09
Y JIK 004.65

1. K. BABIY, acnipant, HanionansHuit TeXHIYHAN yHiBepcHTET «XapKiBCHKHI MOMITEXHIYHUM IHCTHTYT», M. XapKiB,
Vxpaina; e-mail: Ihor.Babich@cs.khpi.edu.ua; ORCID: https://orcid.org/0009-0003-0433-4913

A.JI. OPJIOB ChKHH, xanuiar TexHiqHux Hayk (PhD), nouent, HanioHansHuUiA TeXHIYHUI yHIBEpCHTET «XapKiBChKHIA
HONITEXHIYHUH IHCTUTYT», TIpodecop Kadeapy mporpaMHol ilKeHepii Ta IHTeTeKTyaIbHIX TeXHOJIOT1H YIpaBIiHHs, M. XapKiB,
Vkpaina; e-mail: Dmytro.Orlovskyi@Kkhpi.edu.ua; ORCID: https://orcid.org/0000-0002-8261-2988

A. M. KOIIII, noxrop dinocodii (PhD), morenr, HarionanbHuil TeXHIYHUNA YHIBepCcUTET «XapKiBChKU# MOMITEXHIYHMI
IHCTUTYTY, 3aBiyBad KadeIpHu IPOTrpaMHOl IHKEHEPii Ta iIHTeTIeKTyaIbHUX TEXHOJIOTiH ypaBIiHHA, M. XapKiB, YKpaiHa;
e-mail: Andrii.Kopp@khpi.edu.ua; ORCID: https://orcid.org/0000-0002-3189-5623

TH®OPMANIVMHI TEXHOJIOT'TI IHTET'PAIIIT IAHUX ITPO KJIIEHTIB TA CIIOKUBAYIB

Ha mpuknani KHIKKOBOTO MiAMPHEMCTBA, 10 NOEAHYE GyHKIT BUAABLS, JUCTPUO I0TOpa Ta pUTEiliepa, MOKa3aHo, K OaraTokaHaibHa OnepaliiiHa
JUSUTBHICTD MPU3BOJIMTH JI0 HAKOITMYCHHS y 0a3aX JIaHUX BEJIIMUE3HUX MACHUBIB iH(pOpMallii, ika € (parMeHTOBAHOI, HETOBHO, HECTPYKTYPOBAHOIO Ta
Mictuth ay6umikati. Takuil cTaH YHEMOMXIHMBIIOE eEeKTUBHUIA aHATi3 KITIEHTCHKOI MOBEIIHKH, 30KpeMa TOUHHIH PO3PAaXyHOK KITFOYOBHX ITOKA3HHKIB
e(eKTUBHOCTI. AKTYaIbHICTh POOOTH MOJSATAE Y 3MEHILICHH] [[bOr0 KPUTHYHOTO PO3PHBY MIXK 0OCSTOM HAKOMUYCHOI iH(popMallii Ta 3AaTHICTIO Oi3HeCy
NpUHMaTH Ha i OCHOBI e(heKTHBHI yHpaBIiHCEKI pileHHs. MeToro 1aHoi poOoTH € po3poOka METOROIOTIYHOTO ITiIXOLY 0 CTBOPSHHS CXOBHINA JaHUX
3a apXiTEeKTyporo «3ipkay» Ta peamnizaiis agantuBHoro ETL-nanirora i3 BOyZoBaHHMH NpaBUJIaMH KOHTPOJIO SKOCTi. [IpoBemeHO aHai3 CydyacHHX
METO/IiB MPOEKTYBAHHS CXOBHII JaHHX, BKIIOYHO 3 IEPEXOAOM Bil MOIETi «CyTHICTh-BiJHOIICHHs» OO CXeMH «3ipka». Ha ocHOBI cTpykTypu
TpaH3aKLiHHOI 6a3u JaHUX Ta Oi3HEC-BHMOT IO aHANI3y JaHHX CIPOEKTOBAHO aHATITHYHE CXOBHIIE 32 CXEMOIO «3ipKay, BU3HAUYEHO KIIFOYOBI (aKTH i
BUMIpPH, HEOOXITHI [JIsI [T ITPUMKHU BCeOIUHOT KII€HTCHKOI aHAI THKHU. JIJ1st TepeHeceH s JaHNX 3 OIIEPATUBHOI CHCTEMH IO CXOBHUILA PO3POOIIEHO MPOLEC
BIJIyYCHHSI, IEPETBOPEHHS Ta 3aBaHTAXKEHHS JaHHUX, ONMMCAHO HOTro JIOTIKY: BUOIPKY JaHMX i3 JDKEpeN, X OUMIIEHHS Ta TpaHC(HOPMAILIil0 y IPOMDKHIH
30Hi, a TAKOXX 3aBaHTAKEHHS y IIbOBI Tabmui cxoBmma. EdexTuBHiCTh po3pobieHnX MpoleciB ONiHEHO Ha OCHOBI JJAHNX JKYPHAITY PeecTpalii Mojii.
PesynbraTu aHami3y miATBEpAKYIOTh HAIIHHICTh Ta BUCOKY IPOAYKTUBHICTh 3aIPOIIOHOBAHOTO PillIeHHS. 3alPOIIOHOBAHUN Y CTAaTTi MiaXiz 3a0e3mneuye

aBTOMATH30BaHe, HaJliliiHe 1 e()eKTHBHE OHOBJICHHS CXOBHIIA JaHUX, CTBOPIOIOYH €JJHE JPKEPEIIO JOCTOBIPHUX JaHHUX JUIs Oi3HEC-aHAIITHKY.
Kurouosi ciioBa: 6a3a aHNX, CXOBHIIE NAaHHX, IHTETpallis JaHUX, CXeMa «3ipkay, Tabnuii BuMipis/daxris, ETL.

Beryn. CydacHi koMmIaHii HAKOIMTUYYIOTh BEJIWYE3HI
MacHBH TPaH3aKIIHHOI, IMOBEIIHKOBOI Ta KOHTAKTHOI
iH(pOpMaIii Mpo KIIE€HTIB Ta IX MOBEAIHKY, KA MOXE CTaTH
CIIPaBXKHIM JIKEPEJIOM IIHHUX aHATITUYHUX 3BIiTIB. [IpoTe
1i ZIaHl 4acTO HECTPYKTYpOBaHi, 3a1y0JibOBaHi, HEIOBHI,
0COOJIMBO KOJIM WIEThCS MPO IOKa3HUKU CHOXHBYOI JIO-
smbHOCTI. TOYHICTB 1 MOBHOTA KIIIEHTCHKUX JIAaHUX Oe310-
cepelHbO BIUIMBAIOTh Ha IIEPCOHANI3AINI0 MPOIO3HMIIiH,
CErMEHTAIIII0 CIIOKHMBAYIB, OL[IHKY KUTTEBOI IHHOCTI KJIi-
enra (Customer Lifetime Value — CLV), Bu3HaueHHs yac-
TOTH TMOKYIIOK, CEPEJHHOr0 YeKa Ta IMOBIPHOCTI ITOBTOP-
HOTO 3BEpHEHH.

HocnipxyBana 0a3a IaHHX OOCIYroBYe IisUIBHICTBH
KHWDKKOBOTO i IIIPHEMCTBA, SIKE 0JJHOYACHO BUKOHYE (yH-
KIii BHIABIIS, TUCTPUO FOTOpa W PO3ApiOHOTO MPOMABIIS.
Kuuru peanizyroTees depe3 Mepexy odiailH-MarasuHis,
iHTEepHET-TIIATGOPMY Ta MPSAMi ITPOAAXKi yepe3 KOJI-LISHTP.
Taka 6araTokaHaIbHICTh YCKIIAIHIOE aHANI3 JIOSUTBHOCTI —
JlaH1 PO 3aMOBJICHHS, KITIEHTIB, TOBApH, OOHYCH Ta KaHAIH
MpoAaxy 30epiraloTeCs y pi3HHX MiACHCTEMax, IO YHe-
MOXIIMBIIIOE ~KOMIIJIEKCHE OI[IHIOBAaHHS B3aEMOil 3

TOKYTIILEM.

Taxkum YMHOM, BUHHMKAE PO3PHB MiXK BEJIMYE3HUM 00-
CATOM HaKOIMMYEHOI iH(opMaIlii mpo KIIIE€HTIB 1 3AaTHICTIO
0i3Hecy e)eKTHBHO BHKOPHCTOBYBATH IIi JaHi JUIS MPHIA-
HATTS pilleHb. BUX0J0M 13 cuTyalii € CTBOpEHHS OKpeMo-
ro aHaJiTUYHOIO IIapy — CXOBHINA JaHHX, SKe 3aliMaTu-
METBCS OUMILEHHSM, IHTErpali€ero Ta 30epexeHHsIM 1cTopii
JIAaHUX, HE 3aBa)Kal4u NpPU 1IbOMY pOOOTI omnepauiiHuX
CHCTEM.

Merta i€l poboTH moJsrae y po3poOIli MeToI0Ior -
HOTO Mi/IX0/y 10 CTBOPEHHS CXOBHINA JAaHUX 33 apXiTEKTy-
POI0 «3ipKa», sike 3a0e3Meuye epeTBOPEHHs HeI0CKOHAIOT
orepamniiHoi 0a3W KHMKKOBOI KOMITaHIi HAa TOBHOIIIHHUHN
aHaTITHUHUH pecypc. Takuii miaxia 103BOJISIE aBTOMATH3Y-
BaTH OL[IHIOBAHHSI KITI€HTIB Ta IOKPAIUTH ITEPCOHATI3AIIII0
MIpOTpam JOSITBHOCTI.

AHani3 crany nutannsa. OnepariifHi 6a3u JaHUX,
10 30MparoTh TPaH3aKUiiHYy i MOBEAIHKOBY iH(OpMAIIiio
PO KIIIEHTIB, CTBOPIOBAJIUCS TEPENyCiM JUIS IIBHIKOI
¢ikcarii onepariif, a He 11 TIAHOOKOr0 aHamizy. I3 yacom
[le TMepepociio Yy CHUCTEMHY MpoOieMy: 3amuch ayo-
JIIOIOTHCSI, KJIFOUi BiJICYTHI ab0 HEUiTKO BU3HA4YEHi, (op-
MaTyu JaT Ta BATIOT Pi3HATHCA, ICTOPUYHKX 3MiH HeMae. Y
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TaKMX YMOBax HaBiTh 0a30Bi TOKa3HWUKH JIOSUTBHOCTI
(Recency, Frequency ta Monetary, CLV, imoBipHicTb Bia-
TOKY) OOYHCITIOIOTHCSI HETOYHO a00 BUMAraroTh HENPOIIOp-
mifHIX pecypciB. B pesymbraTi MapKeTHHT i TporpaMu
JIOSUTBHOCTI CIIUPAIOTHCSl HA HETOBHI YW CIOTBOPEHI JIaHi,
MepcoHaji3alis CTae HEpPEeNICBAaHTHOIO, a BHUTPAaTH Ha
yTPUMaHHS KJIIEHTIB 3pOCTAOTh.

Io6 o6iiitn obmexennss OLTP-ctpykryp (Online
Transaction Processing), kommaHil CTBOPIOIOTH OKpeMmi
Komii 6a3, aje 1e IPU3BOIUTH JI0 301TBIICHHS 13071bOBAHIX
CXOBUIIl MaHWX 1 MIABUIIYye pPH3UKH Oe3nexu. CBITOBI
AQHAJITHYHI OTJIAIN TOKa3yIOTh: OiNBIIE ITOJIOBHHU Yacy
AQHANITHKIB BUTPAYa€ThCd HA OYHIICHHSA I MATOTOBKY
JAHWUX, TOJi K Oi3HEeC OYiKye MBHIKHAX aHANITUIHUX pe-
syapraris.[1] Lle cTBOpIOE IOMITHHMI PO3PHUB MiK 06CITOM
KIIIEHTCHKOT iHpOpMamii Ta MOXKIHMBICTIO T €(pEeKTUBHOTO
BUKOPHCTaHHS.

OueBUIHUM DILICHHSIM € BHOKPEMJICHHSI aHaJiTHY-
HOT'O IIapy — CXOBHUINA JAaHHUX 3 PETELHO CIPOEKTOBAHUM
MPOIIECOM MEPEHECEHHs, 00OpOOKHM Ta 3aBaHTaXKCHHS 1H-
¢dopmariii, a TakoK 3ac00aMH aHATITUYHOTO OIMPAIFOBAH-
Hs.[2] Take cxoBuie Oepe Ha cebe OUHIIICHHS, HOpMaTiza-
L0 Ta iICTOPUYHY 3MiHY IaHUX, HE BTPY4al0IUCh y poOoTy
TpaH3akmiiHoi cuctemu. CaMme icHye moTtpeda B METOIO-
JI0Ti1 MOOYIOBY MOMIOHOTO CXOBHINA, SIKE 3/1aTHE IIEPETBO-
pUTH omepaTUBHY 0a3y Ha IOBHOI[IHHUN aHATITHIHHUN
pecypc.

AHaJti3 0CHOBHMX JOCATHEHB i JiTepaTypu. [Tutan-
HIO TEPETBOPEHHS «CUpOI» KIIEHTChKOI iH(opmanii Ha
aQHAJITUYHUI pPecypc MPUCBSYCHO 3HAYHHN MACHUB Ipallb,
KM yYMOBHO CKJIQJIA€ThCSI 13 TPHhOX B3aEMOIIOB’SI3aHMX
OJIOKIB: MPOEKTYBaHHS CXOBHIIA, 3a0€3MEUCHHS SKOCTI i
3aBaHTa)XEHHsI JIaHUX Ta BUKOPUCTAHHS OTPUMaHHUX aHaIi-
TUYHUX Pe3yJIbTaTiB y Oi3HEC-TpoIecax.

OpmHUM 3 HaHTIepIIUX TPYHTOBHUX ITiIXO/IB 10 MO0Y-
JIOBM CXOBHIIA J@aHWX OyB 3amponoHOBaHM BinmbsiMom
IamoHOM. Y cBOiif Kimacu4HIN niparti [3] BiH BU3HAYUB CXO-
BUILE TAHUX K «TEMaTHYHO-OPIEHTOBAHE, IHTEIPOBaHE, 3
YacOBOIO IIPUB’SI3KOI0 Ta HE3MIHIOBaHE 3i0paHHS JaHMUX,
NpU3HAYCHE Ul MIATPUMKU TPUUAHSTTS YIPaBIiHCHKUX
pitrensy. [Tiaxix [HMOHa BIIOMUIA SIK METOIOJIOTIS «3BEPXY
BHU3»: CIIOYATKY IMPOEKTYETHCS LIEHTPaAIi30BaHe KopIiopa-
TUBHE CXOBHUIIE JAaHUX, SKE MICTUTh IHTErPOBaHY MOJEIb
BCIX JIaHUX MiANPUEMCTBA, a BXXE TOTIM Ha HOTO0 OCHOBI
CTBOPIOIOTBCS 3aJIe)KHI TEMaTH4HI BiTpMHH jaanux (data
marts) a1t okpeMuXx mmigpo3ainiB. Taka apXiTeKTypa, TaKoK
3ana Corporate Information Factory, Bkirovae onepariii-
HE CXOBHIIIE IAHUX SIK IPOMIXHUI piBEHb, IEHTPAII30BaAHY
6azy cxoBuIa Ta HaOOpH BITPWH, 3a0e3NeUylO4YH TIJIO-
OabHY y3TrO/DKEHICTh JIJaHHX 1 CTPAaTeridHy iHTerpariro Ha
piBHI Bchoro mimnpuemctBa. OCHOBHE 3aBIAHHA, SKE
BHpimrye miaxin IHMOHaA, — me 3a0e3NMedYeHHs €IUHOTO
JoKepena TIPaBAMBUX ITaHWX U OpTaHi3amii 3a paxyHOK
MOTIePEeIHHOT0 IHTETPYBAHHS Ta OYMILEHHS JAHUX Iepe
iXHIM aHaITI30M.

ATNpTepHaTHBHUHA TMiAXiA 3amporoHyBaB Pambd
Kim0osut — e MeToonorisi «3HU3y Bropy», Opi€HTOBaHa
Ha MOOY/MOBY CXOBMIIA 4Yepe3 IIOECTAIHE BIIPOBAKCHHS
HEBEJMKHUX IPEAMETHO-OPIEHTOBAaHUX CXOBHLI (BITpUH
JlaHuX) Ta 1X 00’€HaHHS 32 JONOMOTI0OI0 €JMHUX BUMIpIB.
VY kHm31 [4] omMCaHO KOHIEMIiI0 0araTOBUMipHOTO CXO-

BUILA: NPOEKTYBAHHS MOYMHAETHCS 3 OKPEMHUX BITPHH, a
3aKiHYy€eThCcd (DOPMYBAHHSM IIUTICHOTO CXOBHIIA ITiIIPHU-
emctBa. KiMOOT BBIB MOHSATTSA IIWHHOI apXiTEKTypH
MiATIPHEMCTBA 3 Y3TOKCHUMH BHMIipaMH, IO IO3BOJISIE
napaeiabHO po3poOiIATH He3aJeXHi BITPHHU JJIS Pi3HUX
BIJUILTIB 1 BOJHOYAC 30€piraTu ITICHICTh BCi€i CHCTCMH.
[Minxig Kim6oina Bupinrye npobiieMy MIBUAKOTO BIPOBA-
JKCHHSI aHAIITHYHHX PillleHb Y KOHKPETHHX Oi3Hec-cdepax,
3a0e3Meuyroyr THYUKICTh 1 HAOUHICTh JaHUX 3aBISIKH BH-
KOPHUCTaHHIO JICHOPMali30BaHUX MOJIeliel (3ipKkoBa cxema
Ta CHi’XKMHKA). BoTHOYAC OTEHIIIHHIM HEIOJIIKOM € He00-
XIHICTh PETETHHOTO Y3TOKEHHS MK BITpHHAMH depes
BiJICYTHICTh €IMHOI IICHTPATi30BaHOI MOJEJi Ha TOYATKY
MIPOEKTY — caMe IIe BUPIMIYETHCS MiaX0I0M [HMOHA IiHOIO
OiNTBIIIOT TPUBAJIOCTI BIPOBAKEHHS.

VY [5] po3pobiieHo hopManbHUIA MiAXid 1O BUZHAYCH-
HSl TpaHyJIIpHOCTI (haKkT-TaOJIULb Ta i€papxiil BUMIpIB, 110
JoJla€  MpoOJieMy HAJJIMIIKOBOCTI JaHUX 1 3abe3meuye
OayaHC MiX IIBUAKICTIO 3aIUTIB 1 THYYKiCTIO Mojei. J{ist
YTOYHEHHS CEMaHTHKH 0araTOBUMIPHHUX CTPYKTYp 1 CIIpo-
IIEHHA iHTerpauii 3 icHyloYrMMHU 1H(GOpMaLiiHUMK CHCTe-
MaMH 3alpoIMOHOBAHO 00’€KTHO-Opi€EHTOBaHI Momemi. Y
[6] mpencraBieHo KOHUENTyallbHY anreOpy AJIS OMUCY
orepamiil arperarii, o MMogoNIAIa OOMEKEHHS TPaIHIIiN-
Horo ER-migxomy 1 yHOpMyBaia arperaTi GyHKIIII.

B miTepaTypi 3yCTpi9arOThCs MPOTO3HUIIT CTBOPEHHS
riOpugHuX Ta po3nominieHnx cxeMm. Tak, TomameBChKHA i
SuumiiuH y po0oTi [7] 3anponoHyBaiu po3MIHpeHy riopu-
HY apXiTeKTypy CXOBHIIA JJAHUX, L]0 BPaXOBYE Pi3ZHOPIHI
JUKepeNna JaHWX. VIIeThcs Mpo INO€IHAHHS IEHTPaizo-
BaHOTO CXOBHIIA 3 PO3NOAIJICHUMH KOMITOHEHTAMH: YaCTH-
Ha JAaHWX MOXeE 3aJMIIaTHCS Y JIOKalIbHHX 0azax abo
OMEepaTUBHUX CHCTEMAX, TOJI K IHTErpOBaHE AAPO 30Upae
KIIFOYOBY iH(opMariiro. Taka ridOpuaHa To0yIoBa BUPIITYE
3ajavy iHTerpaii reTeporeHHHX JKepel — aBTOPH MTOKazy-
10Th, III0 BOHA TTOKPAIIy€e THYYKICTh CHCTEMHU Ta BPaxoBYy€
OCOOJIMBOCTI Pi3HUX THITIB JAHUX.

Ipouec Extract-Transform-Load (ETL) — HeBia em-
Ha CcKIagoBa Oynme-sAKOoro cxoBuma, amke came ETL
BIJINIOBIZIa€ 3a IHTErpAIlif0 JaHWUX 13 PI3HOMAHITHUX JDKE-
pe, iX OYHIIeHHs, TpaHC(HOPMAILiFO i HITbOBY MOICIH 1
3aBaHTa)XEHHS JIO CXOBHINA. YCIHIIIHICTh IPOEKTY CXOBU-
1112 3HAYHOIO MIpOIO 3aJIeXKHTh Bifl HAJIEKHOTO IJIaHyBaHHS
ta peanizanii ETL-nponeciB. Hanpukian, Debbarma et al.
[8] cucremarusyBaam KiIrO4YOBI MpoOIEMH SIKOCTI Ta
MPOJYKTUBHOCTI TPH 3aBaHTAXEHHI /10 CXOBHIIA JaHUX,
MOKa3aBIlM, IO TyOJKaTH, NMPOIYCKH Ta HEONTHMAaJIbHi
MIepEeTBOPEHHS MOXKYTb 301LIbIIyBaTH Yac 00poOku Ha 30—
50 % Ta BUKpPUBIATH DPE3YJbTaTH aHAIITHKUA. ABTOpH
crarti [9] BuzHavatote ETL sk OCHOBHHIT MeXaHI3M KOH-
corijamii TeTeporeHHUX OINepaliiHuX TaHWX Yy €IWHE
KOpIOpaTHBHE CXOBHIE. BHIIIEHO TpH eTamu: BHTSAT
JIaHUX 13 PI3HOPITHUX JHKEPEIT, IXHE PUBEEHHS JI0 CITiJTh-
HOI CXeMH 3 ypaxyBaHHSIM SIKOCTi (OYHIIEHHS, HOpMaliza-
1ist) Ta 3aBaHTaxeHHS B DW, 1m0 703BoJIsie 3a0e3meunTu
MOBHOTY, Y3TO/KEHICTh 1 OMEpPaTHUBHICTh aHATITHYHUX
3anuTiB [lepeBaroro IpOro MifX0ay Ha3BaHO HAsSBHICTH
no0pe BIANPaNbOBAaHUX IHCTPYMEHTIB 1 METOIHK, IO
JIAl0Th 3MOTY IIEHTPaJli30BaHO YIPABISTH IIPOLECAMH
iHTerpauii i 3abe3neyyBaTH BHCOKY NMPOAYKTUBHICTh MPU
po0OTi 3 BHYTPILIHIMU JaHUMH MiANpPHEMCTBA. Y MOHO-
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rpadii [10] oxormieHi mpobaeMy BUMIPIOBAHHS Ta IOJIII-
IICHHS SKOCTI JaHWX Yy CYy4acHUX iH(POpPMAmiHHUX CHUCTe-
Max, KJIACHU(IKOBAHO MiAXOOM IO OINHKH ¥ MOKpaIIeHHS
SIKOCTI TaHWUX Ta OMHCAHI IHCTPYMEHTH IUIA OYMIICHHS U
Bepudikauii JaHUX.

B niTepaTypHuX Kepenax MmeBHa yBara MpUILISETh-
cs ontuMizanii Ta mpoaykruBHocti ETL. Bimomo, mo
BY3bKHM MICIIEM CXOBHIIA YaCTO CTAIOTh MOBLIbHI 3aBaH-
TaXeHHs abo TpaHchopmauii mpu 3pocTaHHi 00CsATiB
nanux. Tomy 3’SBHIHCH pOOOTH, IPUCBAYCHI ITiIBUILCHHIO
epextuBHOCTI ETL-mpomecis. Tak, Ami ta Bpembens
MPEICTaBIIA OTJISA CYYaCHUX INIXOMIB /O ONTHUMI3aril
eramry BuTary B ETL-miporecax [11], e y3aranpHIIH icHY-
1049l METOIM TPHCKOPEHHS 1 BKa3alM Ha BIIKPHUTI Mpoo-
JIeMH Yy [il ramy3i (Halpukiaa, aBTOMaTH30BaHUN BHOIp
ONTUMAIIFHUX CTpATeriil 3aBaHTaXKeHHS IS PI3HUX cCIie-
HapiiB).

Merta Ta 3axadi nocaiaKeHHsl. MeTO CTaTTi € Po3-
poOKa MMiAX0 Iy 10 KOHCOJIAallii, OUUIIECHHS Ta €(heKTUBHO-
ro BHKOPUCTaHHA AaHUX IIPO MAiSUIBHICTE KHHIKKOBOTO
MIANPHUEMCTBA B aHATITHYHUX IUIAX, 110 3a0€3MeYHTh Mij-
BHIIICHHSI TOYHOCTI KIIEHTCHKOI aHAJITHKH Ta aBTOMATH-
30BaHy IEPCOHAITI3AIII0 B3aEMO/IIT 3 TOKYIIIISIMH.

Jis mOoCcATHEHHS METH TOCTaBJICHI HACTYIHI 3amadi
OCIIKEHHS

® CIIPOEKTYBATH CXEMY CXOBWIIA JaHUX, IO OXOI-
JIIOE OCHOBHI ACHEKTH AiSITBHOCTI KHIKKOBOTO
MiANPHEMCTRA;

e po3pobutu amantuBHui ETL-nanmor i3 BOymo-
BaHMMH TIpPaBWIaMH KOHTPOJIO SIKOCTI JUIsi
ABTOMATHYHOTO NpOdiNIOBaHHS, NeAyIUniKamii
HOpMaJTi3aIil JaHuX.

IMoGynoBa cxemMu cXOBHINA AaHMX. 3rigHo [12]
MIPOEKTYBAHHS CXOBUINA JAaHUX MOBHHHO iHIIIFOBATHCS Ta
KepyBaTHCs BUKIIOYHO MOTpedaMu Oi3Hecy. BiH 3amikaB-
JICHWH B OTPHMAaHHI SKICHUX aHANITHYHHUX 3BITIB, SKi
(dopMyrOTECS 0a3ylO4NCh Ha JNAHHUX 3 CIIELIaTbHO CTBO-
PEHOTO UTA IIHOTO CXOBHWIIA JaHWX. B pamkax 1miei cTarti
PO3MIIsIaEThCsl TOOYI0BAa CXOBHMINA AAHUX JJIsI aHAI3y
3aMoOBJIeHb KiieHTiB. [1oTpiOHO peaizyBaTH MOXJIHBICTH
OTPUMAHHS BIMOBIZCH HA MUTAHHS: «SIKi KIIIEHTH pOOMIN
3aMOBJICHHSI B TEPiOJIi», «II0 BOHU 3aMOBIISUINY, «3aMOB-
JICHHSI Ha SKy CyMy 1 B SIKOT KUIBKOCTI BOHH 3pOOHIINY,
«IKHWH KaHaJ IPOJaXKy MOIMYJIAPHUIN/HETIOMYIIpHANRY, «SIKi
ToBapu Oynum  HalOumeIn  3aTpeOyBaHi», «B  sKi
JTHI/THXKHI/MiCSII/KBapTATH MPOSIBISIIACH AKTUBHICTH CIO-
KUBAUiB», «IKi aKI[iifHI IPOIMO3UINi CHpaIfoBalld Ha
3aMOBIICHHIX». OpIEHTYIOUMCh HA TaKi BUMOTH, MPOEK-
TYETBCS CXEMa CXOBUIIA TAHUX.

OnepariiitHa 6a3a JaHUX MICTHThH TaOuI, iHpOpMa-
i B SKUX BigNOBigae mpomecaM (QYHKIIIOHYBaHHS
mignpueMcTBa. Po3rismaeTscst pparMeHT CTPYKTYpPH TpaH-
3aKIiiHOI 0a3u MaHUX KHUTOBHIABHUYOTO MiAMPUEMCTBA,
o0 3aliMaEeThCsl BUJAHHSIM Ta Peali3amicld KHUKKOBUX
TOBapiB CHIOXUBaYaM. ACOPTUMEHT CKJIATAETHCS K 3 KHHU-
’KOK BJIACHOTO BHABHHUIITBA, TaK 1 1HIIKUX BUAABIIB. [HOII
TOBapH MOXKYTh OO0’€IHYBaTUCA y KOMIUICKTH, IO
BKIIIOYAIOTh y ce0e JEeKiNbKa KHMKOK OnHieT cepii (Hamp.
npo [api [TorTepa) abo KHUXKKA 3 akcecyapoM (3a3BUuail
3aKJIaJKH, KajJeHAapuku Touo). [Ipomykuis Bix mocra-
YaIbHUKIB Ta JPYyKapeHb 30MPAETHCA HA LECHTPAILHOMY

CKJIaJi, 3BIATH BUKOHYETHCSA 11 BiANpaBKa IO Mepexi
MarasuHiB Ta TYpPTOBHM HOKyHIsiM. OhopMIiIeHHsS 3aMOB-
JIeHb BiOyBaeThCS Ha iHTEPHET-CATi, 4epe3 omepaTopiB
KOHTaKT-TICHTPY a00 y (QipMOBHX MaraswHax po3apiOHOT
Mmepexi. KiientH, ski iIeHTU]IKYIOTBCS 3a HOMEPOM
MOOIUTBHOTO TeNedoHy, CKIIaJatoTh 3aMOBJICHHS 3 HasIBHO-
T0 acOPTHMEHTY, O0HMparoTh Oa)kaHWil CHOCIO JOCTaBKH,
METOJI OIUIATH THM CaMUM (OPMYIOUH CBOE 3aMOBJICHHS.
Ha neHtpanbHOMY CKJaJli 3aMOBJIEHHSI 3alIaKOBYIOTHCS Yy
BIANpPAaBJICHHS, sIKi 0OpaHUM IEPEBI3HUKOM JJOCTaBIISIOTh-
Csl CIIOJKMBAYYy.

Ha3Bm Ta ommc HaiOLIBOI 3HAYYIINX TaOJHUIb, SIKi
BHUKOPUCTOBYIOTBCS UIsl 30epiraHHs 3aMOBIICHb KII€HTIB
HaBeneHi B Ta0On. 1. BoHn MaioTh CBOi CYITyTHHUKH-IOBiA-
HUKH, sSKi 3a3BUYall MaroTh aTpuOyT imeHTH]iKaTop Ta
BINOBITHI HHOMY IIOSCHIOIOYH aTPUOYTH, HATPUKIA,
type_name, category_name. CyTHOCTI 3a3BHYail MarTh
3B’SI3KH 3 IHIIUMH CYTHOCTSIMH.

Tabmuns 1 — LleHTpanbsHi CyTHOCTI ()parMeHTy cXeMu 0a3u
JTaHHUX

Hasga cytHocTi IIpusnauenns

member_order 3aMOBJICHHS

order_contents CKJIaJl 3aMOBJICHHS

shipment BiinpaBIcHHs

bonus JIOBiIHUK GOHYCIB

bonus_order NpHB’si3ka GOHYCY J10 3aMOBJICHHSI

member 0COOMCTI JaHi KIIEHTIB

member_additional | xonTaktHi HOMepu TenedoHiB

member_address aJIpecH KIEHTIB

channel JTOBITHUK KaHAJIIB MPOIAAXKY
complect JTOBiTHUK KOMILJIEKTIB TOBapiB
product JIOBIIHUK TOBapiB

advertisement JIOBIJIHMK KOJ(iB PEKJIAMU

Ha puc. 1 HaBeneHo ¢parMeHT CTPYKTypU TpaH3ak-
miitHoi 6asu manmx BOOKS_DB, mo 30epirae mani mpo
3aMoBIIeHHs. KOTbOpOM 3TrpyIioBaHi CyTHOCTI 31 CITUTBHUM
CMUCIIOBHM HaBaHTa)KCHHSIM.

st koxHOTO KiieHTa B Tabmuii member 36epira-
IOTBCSL OTO OCOOWCTI JaHi: MpIi3BHINE, iM’s, CTaTh, JaTa
HApOJKCHHS, JaTa EPIIOT0 3aMOBJICHHSI, YHIKaTbHHUN KO
kimieHTa. KpiM TOro KJIiEHTH MaroTh CTaTyc i3 TaOmwmin
member_status (akTuBHMI, HEAKTUBHHM, 3a0JOKOBAaHHIA,
ciryk00BHil) Ta THI 3 TabauIi member_type (uieH kiayOy,
He wieH KiIy0y, CHiBpOOITHUK, po3apiOHmii). B okpewmiit
cyrrocti member_additional 306epiraroTbcst KOHTaKTHI
TeneOHH 3 NaTOr0 iX aKkTyaiizalii. Aapeca MpOXUBAHHS
abo OakaHa ajipeca JIOCTaBKH OPTaHI3YIOTbCS y CYTHOCTI
member_address. {i arpu6yramu € nopuit psgok aapec,
CTPYKTYpOBaHa ajipeca, TUI 3 ajpecH (IPOXUBaHHSA a0bo
JTIOCTaBKH), CTaTyC (aKTHBHICTH ajipecn). KoxxHe 3aMOBJIeH-
HS MICTUTh BiJl OJHOTO N0 JCKUIBKOX TOBAapiB pi3HOI
kinbkocTi. ToBapu 3i0pani y Tabmuio product, ne ix inau-
BiJlyaJIbHI BiZIMIHHOCTI BiJllIOBiatOTh IEBHUM aTPHOyTaM:
ineHTH(IKATOp MPOAYKTY, KaHATy MPOJAXy, KOMIUIEKTY,
THI, CTaTyC, KOJ MPOAYKTY, pO3MIipH.
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rule_type
e it advertisement_type
e_id l Lt
good_type ype) product id advertisement type2
good_status type_id type_name channel_id (FK)
type_name complect._id (FK)
el product tile complect_version_id
e_sign = h |
eers type_id (FK) good_channel channel wie rule_status
L status_id (FK) good_id (FK) =
good product id (FK) product code advertisement channel_id (FK)
gr.id ®—| remark advertisement id date
good_id Y unit_type product_length product status
2 good_addition roduct_width S channel_id (FK)
good_id2 product good D, status id adverisement code L
vom publisher_id (FK) good_id (FK) CIEEIELTEY — s id
Tt product_id (FK) club_only BEIEL
5 type_id (FK) = advertisement_descriptior
uom_id status_id (FK) vat good_id (FK) ero_genre p - channel_type
. o purchase_price inet_only type_id (FK) Ul
uom_id2 9gooc_slg bookkeeping_price business_unit_id L4 type_id
uom_name gocie gty sale_vat
uom_short na good_width = type_name.
good_height complect status [ replicated
good_book_pagesnum e delivery_availablt
good_book_covertype = genre_sector_genre genre_sector channel
) good_fll name 900d_additon2 complect complect genre = :
publisher e L T o0d_id (FK) 2 = sector_id (FK) ] channel_id
publisher_id good_author_name good] o COmPlect genre_id genre_id (FK) — Teg channel_status
& ! pe— » ctot type._i
—® good_book_isbn |—@ price_without vat complect type type_id (FK) genre_name channel_group_id (FK) g, status_id
publisher_name good_book_isbn2 price_with_vat status_id (FK) @ genre_code o status_id (FK)
publisher_descrif good_description sum_without vat type id genre_id (FK) s order_status order_advertisement A SISl
prining_house_name Em_EL type_name | ¥ complect code old_genre_code | | status_id i id channel_prefix
oL AD sum_with_vat e complect full_name e name Lid FK)
ion_ pe_code genre_name_ru | ["o—nT o order_id (FK) channel_date 3
vom_id (FK) complect short_name parent genre_id | | 55 e channel_description
member_additional complect ¢ eolbE . channel_start_date channel_group
double_member_key  member_id (FK) = — channgl,end,da:_ o channel_group_id
; *— t obligaton
member_address_status member_address_id (FI m:mbs;_;;hans_number member_order channel_short_name channel_group_name
— phone_da . ial_project ar
EI e ETE member_mobile_number bonus_order orderdi Y yauam’
! mobile_date e G member_id (FK)
member_mobile2_numbe status_id (FK)
member_status mobile2_date member _id (FK) channel_id (FK) order_contents shipment shipment type
el last_order_date status_id (FK) bonus_order_status. type_id (FK) order_contents_id shipment_id type_id
member_address & order_id (FK) order_date P =
P by bonus_id (F! _S'ﬂ'"st o product id (FK) type_id (FK) o
member_address_id status_name member o mm;in‘:)d old_orderid  |——® Chipment id (FK) momber address_id (Fk type_ hm:
satus_nameu [ member id Lt status_name " EECHIEE type_short_name
type_id (FK) = user_id (] "/rze—'dd(f& S“El’me“‘—:’e'g ht type_status
status_id (F status_id (F! remark ! Orer j@—{ shipment date e_priori
memb;rjd?ﬂQ ype. id (F‘K)K’ ConRER order_type status_id (FK) shipment cost g,’;ej;,,g,?
member_address_line member_code expiration_date bonus improving_rule_id shipment send_date ® 1 ype_vidt
member_address_date member_enrolment_date from_date bonus_id EDTNLGED shipment_retum_date type_volume
house member_last name g le_id (FI9 shipment post number R
house_add member_type member_sex lo__| bonus_name order_id type_weight
flat member_first_name visible order_content status - delivery_method_id type_price_limit
flat_add member_patronymic channel_id (FK) o status_id ‘ status_id (FK; type_weight_limit
address_add = member_birthday value type_material_id
street_id . bonus_kind default_status S product rule shipment_type_type_id
i i status_name_ru i
oy i pe ot 0P )| | pmensas | VSN
i member_address_type R AL [ description | type_id2 e d (F19 status_id L fact
- ; iod_of_validity W_fact
type_id member_id (FK) period_of. stats_name I
email_address retum_prolong_days order_content_type HIED H_fact
ol member_email status o G e o status_descriptior
status_old status_id exactly_from_date
CEr G expiration_date type_name
o= status_name Kind (FK) except owner_mask
sttin.Id (FK) status_name_engl {3t 6ty e

Puc. 1.

ToBapu rpymnyoThcs B KOMIUIEKTH, SIKi MOXKYTh CKJIa-
IaThcs 3 omHOro abo OuTbmIOl KibKocTi ToBapiB. s
bOro MpH3Ha4YeHa Tabmuus complect, sika mae aTpuOyr
Juisl 30epeXeHHs] KOJy KOMIUIEKTY, MOBHY Ta KOPOTKY
Ha3By KOMIUICKTY, 3B’SI30K 3 [IOBIIHHUKOM JKaHPIB
complect_genre, Tum Ta cTatyc BiANOBIAHO Y JOBiIHHUKAX
complect_type ta complect_status. Yci ToBapHO-MaTepi-
aNbHI IHHOCTI, y TOMY YMCJIi TOBAapH JUIs IIPOAAKY, 30pra-
Hi30BaHi y Ti00aibHOMY OBimHMKY (00d. B HbOMY
310paHO HAWOLIBII TOBHUIT IEPEITiK BIACTHBOCTEH TOBApIB,
SIKi TIPOJIAIOTRCS, Ta CYIyTHIX MaTepiamiB. L{iHu ToBapiB B
3aMOBJICHHI (DOPMYIOTBCS 3aJI€KHO BiJ CTaXy KII€HTa
(cTpok mepeOyBaHHS B SIKOCTI KITIEHTA), TOTOYHHUX aKIii Ta
HaKONMHMYEHNX OOHYCIB Ta PEryJIOIOTHCS IHOBUMHM IPABH-
namu. LlinoBi npasura channel_rule sanexars Bin kanany
MIPOAAXYy 1 BU3HAYAIOTH PO3APiOHY IiHY, KIIyOHY IIiHY, CTIe-
miajgbHy IiHY Ta IiHY PO3MPOJIaxy. 3aroJIOBKOBa TaOIHIIS
3aMoBiIeHb member order okpiMm izeHTH(]IKaTOpy Kili€HTa
MICTHTB 1IeHTH(]IKaTOp KaHAITY IPOJAXKY, 1Ty CTBOPEHHS
3aMOBJICHHS, THII, CTaTyC. 3MIiCT 3aMOBJICHHSI MiCTUTBCS B
Tabnuui order contents 3 TaKUMH aTpuOyTamMu: iIeHTHI-
KaTop 3aMOBJICHHS, iI€HTH(IKATOp MPOAYKTY, Yac aoja-
BaHHS IIPOJYKTY JIO 3aMOBJICHHSI, [IHOBE NIPaBUJIO, THII Ta
craryc. Llina ToBapy price y 3aMOBJIE€HHI BU3HaYa€ThCS Ue-
pe3 product_rule 3anexHo Bix oOpaHoro ToBapy product id
Ta LiHOBOro npasmia rule id, sike «cmparroBajo» 3a BU3-
HAYCHUMH YMOBaMH. SIKIO CIPaIfoBajo AEKiTbKAa yMOB,
TO 3T1IHO 31 3HAYEHHSM priority oOupaeTbes 1iHa ¢ HaliMe-
HIIIAM HOT0 3HAYEHHSM.

®parmeHT ctpykrypu 6a3u nannx BOOKS_DB (3aMoBIeHHS KITIEHTIB)

[icns odopmireHHs 3aMOBICHHST (OPMYIOTBCS OJHA
a00 JeKiTbKa BiAmpaBieHb (mocmiok). KoxkHe BimnpaBieH-
Hs shipment mMae angpecy moctaBku, oOpaHHi croci® 1o-
CTaBKH, Macy, naTy (GopMyBaHHS, JaTy BIANPaBKH, HaTy
MOBEPHEHHSI, CTaTyc Ta THII. J[J1s KO)KHOTO TOBapy B 3aMOB-
JICHHI TIOBMHHE BH3HAYATHCS BiAmpaBicHHs shipment id.
BinnpasieHHs MakyeThCsl Y KOPOOKH 3aJI€)KHO Bil po3Mipy
ToBapiB. OOMexeHH Habip KOpOOOK BH3HAYAE THII BiJ-
npasyieHHs: shipment type. He BukiroueHa BianpaBka 3a-
MOBIICHHS JIEKITbKOMa MiCIIIMU B KOPOOKaX BiAIOBITHOTO
po3mipy.

OmnepariifHa 6a3a JaHUX, OPIEHTOBaHA HA BUKOHAHHS
TpaH3aKLii y peabHOMY 4aci, Ma€ HU3KY 0OMEeXeHb 110710
3aCTOCYBaHHS B 33JjauaX aHAIITUKU KITI€HTIB Ta peaizarii
nporpam JosmbHOCTi. OCHOBHMMHM HE0JiKaMy MOKHA Ha-
3BaTH BiJICYTHICTh ICTOPHYHUX 3MiH Y CYTHOCTSIX, TyOIIro-
BaHHS JJaHWUX, HEYHi(hiKOBaHY CTPYKTYPY JOBiTHHKIB.

Baza nannx He mepenbauae THy4Koi arperarii iHhop-
Martlii abo 30epekeHHs 3MiH CTaHy CYTHOCTEH. 30Kpema,
3MiHa CTAaTyCy KJIIEHTA, KaHaly 3aMOBJICHHSI Y1 TUILY TOBa-
py He (iKCyeTbes y po3pisi "acy, 4epes3 0 YHEMOXKIIHB-
JIIOEThCS  MOOYZOBa PETPOCIIEKTHBHOI aHANITHKH abo
aHaJ3y JKUTTEBOTO MHKIY CHOXHBaya. Jleski CyTHOCTI
IyOTIOOTE aTPpUOYTH a00 MICTATHh HATUINKOBI 3B’S3KH,
IO YCKJIATHIOE IHTETPALlilo B €IUHY aHATITHYHY MOICITb.

Bunnkae HeoOXimHICTE BHUHECEHHS aHaJITHYHOTO
(dyHKITIOHATY 32 MeXi 0a3H TaHUX Yepe3 CTBOPEHHS OKpe-
MOTO CXOBHIIA TAHKX 13 MiITPHUMKOIO iCTOPUIHOCTI, yHi]i-
KOBaHUX BUMIpiB Ta MOII€BOT MOJIEI.

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii
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IIpomoHy€eThCS B AKOCTI MOJETI JaHUX JIJISl CXOBHIIA
BUKOPHCTATH CXeMY «3ipkay. Ii mpocToTa it eeKTHBHICTH
3po0wmH ii CTaHAAPTOM UIS IPOEKTYBAHHS CXOBUIIL TaHUX,
Opi€HTOBAaHMX Ha aHAJNITHYHI 3amuTH. J[eHOpMaiizoBaHa
CTPYKTypa <GIPKH» CKOpPOYY€ KUIBKICTh HEOOXITHUX
omepariid 3’€MHaHHS MK TaOMUIsIMU cxoBuiia. Mojenb
JaHUX Y BUIJIAAL 31pKU OLNbII iHTYITUBHO 3po3yMmina Juis
po3poOHUKIB 1 Oi3Hec-kopucTyBauiB. KoskHa Tabimist
¢axTiB npezcTaBisie Oi3Hec-mporec ado Mo, a TadIuII
po3MipHOCTEl — KOHTEKCTHI HoBimHUKH. CTpyKTypa 3i
3pO3YMUIAM TOIIOM Ha ()aKTH 1 BUMipH CIPOIIYE CIIIKY-
BaHHI MK [T-daxiBmsamMm 1 aHamITHKaMH, OCKUIBKH
BimoOpaxkae MPHUPOIHHUN CHOCIO MUCICHHA mpo Oi3Hec-
nokasHuku. binemricts cydacunx Bl-mumatgopm (Power B,
Tableau, MicroStrategy Tomo) Ta iHCTpYMEHTIB 3BITHOCTI
po3paxoBaHi Ha poOOTY 31 CXOBUIIAMH Y BHIIISAAL (aKTiB i
BUMIpiB. Mozienb «3ipKay CIPOIIY€e IHTETpalilo 3 TAKUMHU
IHCTpYMEHTaMH, OCKUIbKH 3a0e3neuye eauHuil inTepdeiic
J0 JaHUX: KOPUCTyBadl MOXYTh OyAyBaTu Hamioop.u,
MepeTATYIOUH OIS BUMIPIB (U1 QijbTPIB Y IPyITyBaHHS)
Ta MOKa3HWKU (akTiB (ans arperariB) 0e3 TIIMOOKOTO
3HaHHS MOBH CTPYKTYpOBaHHUX 3amuTiB. [IpocToTa Takox
TIOJICTIY€E BIIPOBAKCHHS CaMOOOCIYrOByBaHHS B aHaJIi-
TUI — KOJU Oi3HEC-KOPHUCTYBadi caMi (POPMYIOTh 3aIHTH
Ta 3BiTH. CxXeMa «3ipkay izeanpHO miaxoauts it OLAP-
cucreM (On-Line Analytical Processing) Ta cTBOpeHHS
6araroBumipanx OLAP-ky0iB. ¥V Takiii Mozemni maHi Bxe
OpraHi3oBaHO MO BHMipax, TOMY Hapi3ka 1 oOepTaHH:
JIaHUX 32 PI3HUMH PO3Pi3aMHU BUKOHYETHCS TIPUPOJIHO.

CrpykTypa CXOBHIA IaHUX peEai3ye KOHIIEIIIIO
oy iHpOpMaIiifHOro npocTopy Ha (GakTH Ta BUMIpH.
dakTi y CXOBHII JaHUX BigoOpaxawoTh monuil OizHec-
NPOILIECIB, IKi MAlOTh KiUJIbKICHE BUMIipIOBaHHS. Y Mozedi
«3ipka» ()aKTH YTBOPIOIOTH IICHTPaJIbHY TaOIHIO, IO
(ikcye MOKa3HUKYU AISTIBHOCTI mimnmpuemctBa. KoxkeH 3a-
muc y GakT TaONHIli XapaKTepru3ye ONHY MO0 — HAIpH-
KJ1a1, oOPMIICHHS 3aMOBJICHHS Ha PUIOAHHS TOBApYy YH
HapaxyBaHHs OOHYCY.

Y pamkax cTaTTi pO3LIILAaeThCcs MoOynoBa Qpar-
MEHTY CXOBHIIIA, 1[0 CIYTYE JHKEPEJIOM JIaHHUX MPO 3aMOB-
JICHHSI KITIEHTIB. Y ()parMeHTi CXOBHIIA TOJIOBHOIO (haKkTo-
Boro Tabnuiero € fct Order, sika BimoOpakae mporecu
3aMOBJIEHHS TOBapiB KIieHTaMu. Ii npusHaueHHs — 36epi-
raTl yci KUTbKICHI MOKa3HWKH, 32 SKUMH 3IIHCHIOETHCS
TIOIaIbIITHN aHai3: cyma 3aMOBJICHHS
(order total amount), KUIBKICTH TOBapiB y 3aMOBJIEHHI
(order total items), OoHyc, HapaXxOBaHHMH 3a MPOTPaMOIO
nostneHOCTI (order bonus value), yactka GoHycy Bix 3a-
raipHOi cymu (order bonus_pct), 11iHa oAMHKILII TOBapy Ta
KijbKicTh  (unit price, quantity). ®axroBa TabMHL
fct_Order 36epirae nuiie 4KCIOBI MOKa3HUKH Ta 30BHIMIHI
KITI04i Ha BUMipHi Tabmmmi. Takuil miaxix MiHiMizye Haq-
JIMIIKOBICTD JIAaHUX 1 J]a€ 3MOTY BUKOHYBATH IIBUJIKE arpe-
TYBaHHS 711 TOOYOBH 3BiTiB 3a OyIb-SIKUMH 3pi3aMu —
KIIiEHTaMH, IPOAYKTaMH, KaHaJIaMH TPOJaXiB abo mepio-
JIaMH 4acy.

Bumipu onmcyioTs KoHTEKCT (akTiB — TOOTO, XTO,
oo, A€ i KOJNH 3IiHCHHB II€BHY Jit0. BOHH MiCTATH
TEKCTOBI, KaTeropiaJibHi Ta TOBIIKOBI MaHi, HEOOXITHI s
iHTeprpeTanii YucIoBUX 3Ha4YeHb (akTiB. KoxeHn Bumip

Mae yHIKQIbHHUN Kitou (surrogate key), sikuii BUKOPHCTO-
BYETBCS IS 3B’ A3KY 3 (PaKTOBOIO TaOJIHIIETO.

Bumip dim_Member onncye atpulyT Kiti€HTa, 110 €
cy0’ekToM 3aMOBICHHS. [0 HOTO CKIIaxy BXOAATH OIS
ineHTudikaTopa, koay kimienta, I1IB, matu HapomKCHHS,
cTaTi, crarycy, THIy KIJII€HTa, KOHTAaKTHHX JIaHUX;
BUKOPHCTOBYETHCS JUIsl TTIOOYIOBU MPOQUII0 KIliEHTa, Cer-
MeHTarii 3a THmoM i crtarycoM. Bumip dim_ Product
MICTUTD OITHCOBI XapaKTEPUCTUKU TOBAPIB: THII IPOAYKTY,
Ha3By, aBTOpa, JKaHpP, THI OOKIATUHKH, KiTbKICTh CTO-
PIHOK, BaIOTy Ta THII BUpoOHMIITBA. Llelt Bumip mo3Bosse
aHANI3yBaTH CTPYKTYPY NPOJAXiB 32 BHUAAMHU MPOAYKIIi,
aBTOpaMHM, KaTETOPisIMH, aHaTi3yBaTH CTPYKTYpPYy acop-
THUMEHTY Ta TMONYJSPHICTh TPOAYKTiB.  TaOmwmis
dim_Channel omcye cnoci6 3mificHEHHS 3aMOBJICHHS:
iIeHTHU(IKaTOp KaHaTy, Ha3BY, TUI, TPYITy, PiK, KBapTal i
craryc. Lleit BuMip HEOOXiMHUI IS OLIHKK €(hESKTHBHOCTI
KaHaJIB IPOJaXxy, aHali3 KOHBEPCiil Ta MyJbTHKaHAIBHOT
noBe/iHky KiieHTtiB. Bumip dim_ Shipment y3aransHroe
JlaHi PO MPOIIECH BiINpaBlIeHHs 3aMOBJIeHb. [1oi1s BKITIO-
YalOTh THII BIIIPaBIICHHS, 1aTH (OPMYBaHHS, HaJCUIAHHS
1 TIOBEpHEHHS, METOX IOCTaBKH, Bary, Teputopiro. Llei
BUMIp BUKOPHCTOBYETHCS VIS MATPHUMKH aHAJIITHKN BHT-
par Ha JIOCTaBKY, CBOEYACHOCTI BUKOHAHHS 3aMOBJICHb i
reorpadiunoi moctymHOCTI cepicy. KaneHmapuuii BIMip
dim_Date € 000B’s13K0OBUM y OyIb-SIKOMY CXOBHIIII JaHUX.
Bin mictuts ximtou gatu (date_key), camy maty, HoMep JIHS,
MicsLsl, KBapTally Ta POKY. 3aBASKU LILOMY BUMIpyY 3a0e3-
MEYYETHCS. MOXKIIMBICTh aHaNi3y JWHAMIKM HPOJAXKIB Y
yaci, moOy0BH YaCOBUX 3pi3iB 1 CE30HHUX MOJIeJIe ToBe-
IIHKY KIIICHTIB.

Jliis cxeMu «3ipKa» HeoOXiJHA HASBHICTh MOEIHAHB
(akTa 3 BUMipaMu 3a THIIOM «0arato-0-0IHOT0»: ACKiJIb-
Kka 3anuciB y fct_Order MoxyTh HOCHIIATHCS Ha OMH 3aITUC
y nmeBHOMYy BuMipi. Lle mo3Bossie 30epiraTé neTambHICTH
(axTiB i BOJHOYAC YHUKATH AyOIFOBaHHS OITUCOBOI iHPOP-
MaIlii y CTpyKTypi CXOBHIIIA.

Ha 0a3i BUIIEO3HAYCHOTO MIiAXOOY CTBOPIOETHCS
CXeMa CXOBHINA JIaHWX, (PparMeHT SKOi IPEICTABICHUH Ha
puc. 2.

dim_Product

dim_Channel dim_Member

product_name
product_type_name
product_status_name
author_name
genre_name
cover_type

channel_type_name
channel_group_name
channel_status_name
channel_group_year
channel_group_quarter

club_only \
purchace_price fct_Order
currency \
sale_vat | | order_key
production_type al
'@ date_Key (FK)
shipment_key (FK)
dim_Shipment prodLict_i(keeyy(Z:K})g
shipment_key channel_key (FK)
N Py, order_id
cr{ier_ld /™| order_type
shipment type order_status

shipment_weight
shipment_date
shipment_send_date
shipment_return_date
delivery_method_name
territory_name

advertisement_code
unit_price

quantity
order_bonus_value
order_total_amount
order_total_items

product_key channel_key member_key
product id channel_id member_id
product_code channel_name member_status_name

member_type_name
member_code
member_first_ name
member_last name
member_patronymic
member_birthday
member_sex
member_enrollment_date
member_mobile_number
member_mobile2_number
last_order_date
email_address
email_status

dim_Date

date_Key

date_year
date_month
date_day
date_quarter
date

Puc. 2. ®parmenrt crpykrypu cxosuiua ganux BOOKS_DWH
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Takum 4ymHOM, MOOYAOBA CXEMH CXOBHINA AAHUX Yy
¢dopmari «3ipkm» mo3BoimIa chOpMyBaTH JIOTIYHY MO-
JIeNb, KA BiOKPEMITIOE aHANITHYHI MOTpeOu Bixg oOme-
JKCHb TPAH3AKIIHOI CTPYKTYpH. BU3HAaYeHO KITFOYOBi BH-
MIpIOBaHHs, (aKTU Ta 3B’SI3KM, HCOOXITHI JJIs MiATPUMKU
MOJIAJIBLIOTO aHAJI3y KITIEHTCHKUX JIaHUX.

ETL-npouec. HactymHum eranom € peanizauist ETL-
mpouecy, fAKuil 3a0e3neunTh TMEpPeHEeCeHHs JaHuX 3
orepaTHBHOI 0a3M 1O CXOBHINA 3 ypaxyBaHHIM 0c0o0IHBOC-
Tei IX CTPYKTYPH, SIKOCTi Ta CEMaHTHKHU. 1151 epeBeIeHHS
cupux OLTP-manmx y npupatHy i aHamizy Qopmy
BUKOPHCTOBYETBCS ~ TPHCKIAAOBa MpPOIEAypa: BHTAT
(Extract), meperBopenHs (Transform) i 3aBaHTa)XeHHA
(Load) (puc. 3).

Ha erami BuTary 30mparoThcst HeoOpoOieHi naHi 3
pizHEX mKepen naHux. L{i mxepena MoxXyTs OyTH pi3HOMA-
HITHUMH, TOYMHAIOYH BiJ] CTPYKTYPOBAHUX JIKEPEJ, TAKUX
sk 6a3u nanux (SQL, NoSQL), 10 HanmiBCTpyKTypOBaHHX
nanuX, takux sk JSON, XML, abo HecTpyKTypoBaHHX
JAHWX, TAKUX K CICKTPOHHI JTUCTH ab0 TUIOCKI (aiin.

OCHOBHOIO METOIO BHJTy4eHHs € 30ip JaHuX 0e3 3MiHU
ix opmaty, oo 103BOIAE X MOAANBITY 0OpPOOKY Ha Hac-
TynmHOMY eTarti. HoBi Ta MoaudikoBaHi psaku 0a3u TaHIX
MIEPEMIIIYIOThCS y B OKpeMmi (abo okpeMy) CyTHicTh (Tal-
nuiio) y Staging area. Ha npakTuiii e peasi3yeThest depes
poboty TpurepiB 0a3u JaHUX, SKi pearyroTh Ha BCTABKY a00
3MiHY PAOKiB. 3 OJHOTO OOKY TaKWi MiIXix MiHIMI3ye dac
JIOCTaBKH JJAHUX Y CXOBHIIE Ul ONEPAaTHBHUX JAHHX. 3
IHIIOTO OOKY, TAaKUI MiJXiA HEe MPUAATHUHN JJIsl TOYAaTKOBO-
ro TepeMillleHHs AaHUX B CXOBHILE, KOJIM Horo pobora
TIIBKUA PO3TOPTAETHCSL.

Databases
Files

SaaS applications

Application events g
Staging area

—

Ha (¢$a3i meperBopenHs pgani, OTpUMaHi Ha
HOIIePEIHHOMY €Talli, YaCTO € CHPUMH Ta CYIEPSUWINBUMH.
ITig gac Tpancdopmarii JaHi OYHUIIAIOTHCS, arperyIOTHCS
Ta QopMaTylOThCS BimmoBimHO 10 Oi3Hec-mpaBmi. Lle
Ba)XJIMBUI KPOK, OCKUIBKU BiH I'apaHTYye, IO JaHi BiAmo-
BIZIAIOTh CTaHAApPTaM SKOCTi, HEOOXIIHHM JJIsi TOYHOTO
aHaiizy. /1o mommMpeHnx nepeTBOpeHb BiAHOCATHCS: BUA-
JICHHSI HEaKTyaJbHUX a00 HENpaBWIbHHUX JaHUX, COPTY-
BaHHs JaHUX Y HEOOXiTHOMY TMOpSIKY, y3arajJbHEHHs
JMAHWX ]I HaJaHHSA 3HA4yIIoi iH(opMalli (HampuKIas,
yCepemHeHHs NaHUX Hpo mponaxi). Etan Tpancdopmarii
TaKOX MOYKE BKJIFOYATH OUTBIN CKIIaJHI oTeparii, Taki sK
KOHBEPTAIlis BAJIFOT, HOpMaJi3alis TEKCTY a00 3aCTOCYBaH-
HS IPaBWJI ISl KOHKPETHOTO JOMEHY Ul 3a0e3ledeHHs
BiMOBITHOCTI JaHWUX moTpedaM opraHizarii.

Ertam 3aBaHTa)KCHHS NIepenOavae MepeHeceHHs epeT-
BOPEHUX JAaHUX Y CXOBHILE JAHHUX, 03€PO AaHUX a00 iHIIY
IIBOBY CHUCTEMY IS 30epiranHs. 3aje)KHO BiJl BUMAIKY
BUKOPHCTaHHSI, ICHY€E JIBa CIIOCOOU 3aBaHTAXKEHHS: yCi IaHi
3aBaHTaXXYIOTBCSI B LIILOBY CHCTEMY (YaCTO BUKOPUCTOBY-
€TBCS IJ] Yac MOYAaTKOBOTO 3allOBHEHHS CXOBHILA);
3aBaHTAXYIOTHCA JHIIC HOBI a00 OHOBIeHI maHi (OibII
e(eKTHBHUHN IS IOTOYHHX OHOBJICHB TAHUX).

B pamxkax crarti nponecu ETL peanizoBani 3a gomno-
Moror craHnaptHux SQL-3amuTiB Ta 30epeKeHNX IpoIie-
Iyp, 10 3a0e3medye KOHTPONb HAJA JIOTIKOO 0OpOOKH
JaHUX.

Hwxkue Hamana miarpama misuibHOCTI ETL-mporecy
¢dopmyBanHs ganux s BuMipy dim Member (puc. 4).
Taka cxema nepeTBOpeHb XapaKTepHa came Ui BUMIpiB,

il

Analytics

Data warehouse

Puc. 3. Eranu Ta micue ETL-niporiecy

e

A 4
— MigkntoYeHHs::
% MS SQL Server loeHTudikauis pxepena: BunyyeHHs cupux gaHux y
= DB: BOOKS_DB BOOKS_DB.v_Member BOOKS_DWH.#src_Member
L|>j DWH: BOOKS_DWH
v x

CopTyBaHHS y pe3ynbTylouui CraHpapTtusauis opmaty BupaneHHsa x
£ naTacer: DATE ans member_birthday, nybnikatis arclM frﬂggr?#:rgt)p;rmi%&—nl\?ULL oR @
S BOOKS_DWH.#stg_Member member_enroliment_date, #src_Member.membe ST NETEr e cgde:NULL“ 8
] ORDER BY member_id last_order_date r_id - . - g
3 S
= ' g

Y
3aBaHTaXeHHS BifCYTHIX PAaKIB:
INSERT BOOKS_DWH.dim_Member
8 » _ — B
g > »O
3 . )
OHOBJIEHHS! iCHYIOYNX PSAKIB:
UPDATE BOOKS_DWH.dim_Member
Puc. 4. liarpama pisimeHocti ETL-niponiecy dpopmysanns Bumipy dim_Member
Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii
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aJjie 111 HAOYHOCTI HaBe/IeHA JliarpaMa IMepeTBOPEHD JTaHUX
KITIEHTIB.

Hiarpama BimoOpaxae noriky BukoHaHHs ETL-mpo-
IIecy y TphOX OCHOBHUX (a3zax: Extract, Transform, Load 3
00OB’SI3KOBUM €JIEMEHTOM € BEJICHHS XKypHaJly Olepariii
JUTSL KOHTPOJIIO siKOCTi. [Ipoiiec moynHaeThes 3 iHimiami3anii
— CTBOPEHHS 3aIiCy PO 3aIycK, Mo (iKCye MOYaTOK BU-
KOHaHHS, Ha3BY INPOIECY, IIJIbOBY TaOJIMIIO Ta IOYaTKO-
Buii ctaryc RUNNING. Ilicas mporo BinOyBaeThes ¢asza
Extract, nge  ngaHi  BUTATYIOTbCA 3 TOJaHHA
BOOKS_DB.dbo.v_Member, ske arperye iHdopmarito
PO KIIEHTIB 3 ONEpaTHBHUX TaOmuipe (member,
member_additional, member_email, = member_status,
member_type). Ha mpomy erari mepeBips€ThCs 3aMOBHE-
HICTh KIIOYOBHX moiyiB (member id, member code),
BUIAJSIFOTBCS 3AIUCH 3 MPOIYILCHUMHU 3HaYCHHAMH, a iX
KUTBKICTh PEECTPYETHCS sIK MeTprka rows_dropped nulls.

[Hani BinOyBaetbes daza Transform, ge nani ouniny-
I0ThCS Ta YHI(IKYIOThCA. 3aCTOCOBYETHCS MEXaHI3M YCy-
HeHHs AyOutikaTiB 3a member id, a Tak0X BUKOHY€ThCS Iie-
pETBOpEHHS THIIB JaHuX: 1oyt member birthday,
member_enrollment date, last order date mpuBoOmATHCS
no tury DATE. JlomaTkoBO BHKOHYETHCS HOpMai3allis
TEKCTOBHX 3HaueHb (0Opi3aHHA MpOOiNiB, IepeBeNCHHS Y
CTaHOapTHUHA pericTp). PesympTar meperBopeHHs 30epi-
raeThCs y MPOMDXKHIN Tabmumi #stg_Member, sika BUKOPHC-
TOBYETHCS IS HOJAIBIIOTO 3aBAHTAXKEHHS Yy BUMID.

VY ¢a3i Load BinOyBaeTbcsi cHHXpOHI3ALis BUMIPY 3
naHuMu 3 jrepena. Yepes oneparop MERGE 3aiiicHIOETh-
Cs  TOPIBHSHHSA NPOMDKHOI Tabiumi 3  IJIbOBOIO
BOOKS DWH.dbo.dim Member: sikio 3amuc yxe icHye
— BiH oHoBmoeTbesi (UPDATE), sikuio Hi — JOmaeThest
nowuii (INSERT). ITicsist 3aBepIICHHS 3aBaHTaKEHHSI BUKO-
HY€ETHCS ITOBTOPHA PEECTPALlist OAIH 3 (ikcalriero GpakTud-
HUX Pe3yNbTaTiB 00pOOKH — KiJIBKICTh PSJIKIB, IMBUAKICTH
00pOOKH, HASIBHICTH TIOMHIIIOK YU TTOTIEPEIKCHb.

dopmyBanHs aaHux s tabmuii ¢axris fct_Order
peanizye NOBHHMH LUKJI NEPETBOPSHHS TpaH3aKIiHHHUX

JaHUX 1IPO 3aMOBJICHHS Y aHAIITHYHY (OpMY, NPUAATHY
IUIA  iHTerpamii 31 CXeMOI0 «3ipKa» CXOBHWIIA JaHUX
BOOKS_DWH. Ha niarpami misuteHOCTI (pHc. 5) BimoOpa-
JKEHO TIOCIIIOBHICTB OTIepalii, 0 BUKOHYIOTHCA Y TPHOX
OCHOBHHX (hazax.

Ha mowatky mnporecy CTBOPIOETBCS 3amlHC, SKHA
¢bikcye mouaTok pobotu, Ha3By npouecy (ETL fct Order),
uinpoBy Tabmumto (fct Order) Ta wac crapry. Jlani BUKOHY-
eTbes eran Extract, mig yac skoro 3ilicHIOEThcs BHOIpKa
naHux i3 npencrasiedb v_Order ta v Bonus. 1i mxepena
MICTSTH iH(OpPMAIIO TTPO 3aMOBIICHHS, TOBAPH, KII€HTIB,
KaHamd Tpoaaxy Ta OOHycHI HapaxyBaHHiI. Ha mpomy
eTarr BUJAISIOTHCS PSIIKY 3 BiICYTHIMHU KIIFOUOBUMH IT0JISI-
Mmu (order id, member id, product id), mo yHEMOXIHB-
JIFO€ TTOPYIICHHS IITICHOCTI 3B’ SI3KIB Y MOJIEITI.

Ha ¢a3i Transform BigOyBa€eThcs OTiYHA MIATOTOBKA
JIaHuX J10 3aBaHTaxkeHHs. [lone order date mepeTBOprOETH-
cs 3 Tuny datetime y date mis y3roJpkeHHsS 3 BUMIpOM
dim_Date. [lami 3ailiCHIOETBCS arperaitis TpaH3aKIid 10
PIBHSI 3aMOBIICHHS: BHU3HAYalOThCS TOKa3HUKUA CyMHU 3a-
MoBieHHs  (order total amount), KITBKOCTI TOBapiB
(order_total items) Ta BimcoTka OOHYCYy BiJ 3arajabHOI
cymu (order_bonus_pct). ITicns mporo maHi 3’ € THYIOTBCS 3
BuMipHUMH Tabmumamu  dim Member, dim_ Product,
dim_Channel, dim_Shipment i dim_Date, ¢popmyroun mpo-
MDXHY cTpYKTYypy #stg Fact. Oxpemo nepeBipseTbes yHi-
KaJbHICTh ckiageHoro kmoua (order id, product key);
NPY HasiBHOCTI AyOJIiKaTiB 30epiraeThesi MEepIIuii 3amuc, a
iHpOpMallis PO OYHMIIEH] AyOIiKaTH 3aHOCUTHCS 1O JIOT-
TalnuIi.

®daza Load mnepenbavae ¢isuuHe 3aBaHTAKCHHS
JaHuX y miapoBy Tabnumo BOOKS DWH.dbo.fct_Order.
Onepauiss MERGE 3a0e3neuye CHHXpOHI3alLlil0 JaHUX:
HoBI 3ammcu nonaroThes (INSERT), a icHyro4i — oHOBITFO-
totecs (UPDATE). V pasi BUHHKHEHHS TOMIJIOK (HATIPUK-
Jaj, yepe3 MOPYIICHHS YHIKaJIBHOCTI ad0 THIIB JaHUX) Y
nor-tabmui ¢ikcyerbes cratyc FAILED i TekCT HOMUIIKH.
VY BHNAAKY YCIIIIHOTO 3aBEPLICHHS MPOLECY OHOBIIO-

¢

v
g Gisngg?'?_qse:r:ﬂe} lneHTUdikaLis mKepena: BUNyYeHHs CUPUX JaHNX
© DB: BOOKS DB BOOKS_DB.v_Order INTO
2 DWH: BOOKS DWH BOOKS_DB.v_Bonus BOOKS_DWH #src_Order
n] : L
36ip kntouis INTO #stg_Fact: Arperavjis “°#§g‘35"3‘r’3"e??“e””“ Hove
L : ®
member_key, product_key, SUM(unit_price * quantity) AS order_total_amount, \ 4 I
channel_key, shipment_key, SUM(quantity) AS order_total_items. =
£ order_date_key der bo y BunyyeHHs paakis 3
= MAX(order_bonus_value) AS order_bonus_value Jy4e psAAKiB, fie s}
o #src_Order.order_id = NULL OR Q
2 ‘ ? #src_Order.member_id=NULL OR =
] #src_Order.product_id=NULL o
= S
= Mepes.ipka i ounLleHHs aybnikaTis 3a CraHpapTusauis dopmaty DATE ans >
(order_id, product_key) order_date X
[ >
Ll
N o —/
3aBaHTaXeHHS BiACYTHIX paaKiB: >
v INSERT BOOKS_DWH.fct_Order
=}
g2 |( #stg_Fact
) . .
OHOBIEHHS ICHYIOYUX PSAKIB:
UPDATE BOOKS_DWH.fct_Order -~
J »
Puc. 5. Tiarpama misuterocti ETL-npouecy popmysanus fct_Order
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eThes 3ammc y etl metrics log 3i cratrycom SUCCESS Ta
KJIFOUOBUMH METPHKAMH - rows_extracted,
rows_transformed, rows_loaded, rows_dropped,
duplicates_removed, latency_sec ta throughput rps.

Ananiz epexruBHocti ETL-mpomeciB. 3 meroro
OLIIHKH MPOAYKTUBHOCTI Ta SKOCTI (DYHKIIOHYBaHHS CHC-
TEMH 3aBaHTXXCHHS JAaHUX MPOBEICHO aHaNi3 OCHOBHHX
nokasuukiB Ttabmuii etl_metrics_log, sxa wakommuye
TexHiuHI MeTpuku Bcix  ETL-mpomeciB  cxoBuina
BOOKS_DWH. IlopiBHsiHHS OXOIUTIOE K (DakTOBi, TaK i
Bumipui mporecn ETL_fct_Order, ETL_dim_Shipment,
ETL_dim_Product, ETL_dim_Member Ta
ETL_dim_Channel.(puc. 6)

AHati3 MOKa3HUKIB PO3IIOYATO 3 €Taly MEePBHHHOTO
3aBaHTAXXCHHS, SIKHMI BiIIIOBigae 3a HAIOBHEHHS CXOBHIIA
MOYaTKOBHMH JaHUMHU. HIBuakonis nporeciB
(Throughput) 3HaYHO BiAPI3HAETHCS 3aEKHO Bif CKIIA-
HOCTI O00poOkuM maHux. HalBuimMi MOKAa3HHK Mae
ETL_dim_Shipment (65,8 Tic. psakis/cek), 10 CBiqYUTH
npo edeKTHBHE 3aBaHTAXKEHHS OJHOPITHUX 3anuciB. Jlemo
HIDKYMA, aje CTaOlUIbHO BHCOKHI PIBEHb JEMOHCTPYE
ETL dim Product (64,9 Tuc. psakis/cex). Y To# 9ac sk
npouecu ETL_dim_Member (19,9 Tuc. psakis/cex) i 0cob-
muBo ETL_fct_Order (17,5 Tuc. psakis/cex) MatOTh MEHIILY
MIPONYCKHY 3IaTHICT Yepe3 CKIAIHINIY JIOTiKy TpaHchop-
Marii Ta OararorabmuuHi 00’emHaHHA. lle odikyBaHO,
OCKUTEKH Tabmuis (axTiB oOpoOiste HaHOUTBIN 0OCsITH
JaHuX 1 GopMye arperoBaHi MOKa3HUKH.

3a TpuBaiictio BukoHaHHs (Latency) mporiecis croc-
TEPIraeThesi Taka 3aKOHOMIPHICTh:

e ETL fct Order — naiimosmmii mpouec (180 cek),
IO 3YMOBJIGHO BEJIMKUM OOCSTOM JDKEpEeNbHHX NaHuX 1
HEOOXITHICTIO 3’€/IHAHHS 3 yCiMa BUMIPHUMH TaOJIHUILIIMH;

e pelTa BUMIPHHX TPOLECIB  BHKOHYIOTHCS
mBrako — Bix 10 cex s ETL_dim_Product mo 47 cek mis
ETL_dim_Member;

e ETL_dim_Channel signpamsoBye
MHUTTEBO Yepe3 MiHIMaTbHHN 00CST TaHUX.

MMPAKTUIHO

10 000 000
[l
3 1,000 000
i)
x 100 000
=
xR
o
0 10 000
'_
2
x
0 1000
S
x
100 ETL_dim_Shi
ETL_fct_Order -aim_>nip
ment
N rows_extracted 3377734 1638317
. rows_transformed 3377734 1578 877
rows_loaded 3152 055 1578 877
rows_dropped - 59 440
e throughput_rps 17511,4 65 786,5

e migTBepmXKye mpaBuibHE IUIaHyBaHHA ETL-man-
IIOTa: CIIOYaTKy OHOBIIIOIOTHCS HEBEJIHKI BUMIPH, MOTIM —
(haxkr.

IMokasuuk BimkuHYTHX psakiB  (rows_dropped)
BiJOOpakae SIKICTh CHpHMX JaHMX Ha Bxomi. HalOimbmri
BTpaTH crocrepirarothes y npouecax ETL_dim_Shipment
(59,4 tuc.) Ta ETL_dim_Member (57,2 Tuc.), mo cTaHO-
BUTH 3,6 % Ta 5,8 % BignosigHo. [IpuunHOIO MOXEe OyTH
HasIBHICTb AyOIiKaTiB MEPBUHHUX KIIIOYiB 200 BiJICYTHICTH
060B’si3k0oBuXx 3Havyennb. Jlmst ETL_dim_Product wactka
BIIKMHYTHX 3alHCiB CTaHOBUTH 2,6 %, IO BiImoBimae
THUIIOBUM MEXaM OYHMIICHHS JMOBITHUKOBHX JaHUX.
®axrosuii portec ETL_fct_Order Bukonyethest 6e3 BTparT,
OCKIIBKM OYHIICHHS 1 BadiJallisi BUKOHYIOThCS Ha IIOTIe-
PEemHIX PIBHIX.

[MopiBHSHHA  TIOKa3HWKIB  BWIYYCHHUX  PSAAKIB
(rows_extracted) i 3aBantaxkenux psiakiB (rows_loaded)
neMoHcTpye, 1o Oinpuricts ETL-mponeciB 306epiratotsb
moHan 94-97 % BXigHHX MaHMX ICIIA OYHUIICHHS, IO €
XOpOLIUM  PE3YJIBTaTOM JJIsi HPOMHCIOBOI  OOpPOOKH.
QakroBuii npornec ETL_fct_Order 36epir 93 % manux
(3,15 mutH i3 3,37 MiH), 0 MiATBEPIHKYE €PEKTHBHICTH
MeXaHi3MIB arperarlii 6e3 BTpaTu (akTiB.

Puc. 7 nemoHCTpy€e poOOTY IHKPEMEHTAIBEHOTO 3aBaH-
TaXCHHS JaHUX Yy TaOJIUI0 (PAKTIB MPOTATOM POKY MiCis
MOYaTKOBOro HarmoBHeHHs. LloMicsyHe 3aBaHTa)KeHHS Ma€e
cTallIbHUIN Yac BUKOHAHHS y MekaX Bix 48 mo 66 cekyH[
npu 3MiHIOBaHHI 00csry panux Big 180 mo 370 Tucsu
pszakiB. Lle cBiquuTh po epexTHBHICTE peanizoBanoi ETL-
apXITEKTypH, Ka MacIITa0yeThCs Oe3 MOMITHOI terpaaanii
MPOJYKTUBHOCTI.

OTpuMaHi MMOKa3HUKHU CBIMYAaTh MPO CTAOUIBHICTH i
e¢pextuBHicTs podotn ETL-cuctemu. Hailikpamii pe3ynb-
TaTH AEMOHCTPYIOTh IPOIIECH, OPIEHTOBAHI HA JOBIAHUKA
3 MPOCTOI0 CTPYKTYPOIO, TOMAI SK CKIAQJHI aHANITHYHI
Moy (ocobnuso fct_Order) motpe6yroTh O1IbIIOro Yacy
Ha 00pOOKY, 1110 € 3aKOHOMIPHHUM.
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Puc. 6. [lepBunHe HanoBHEHHS: 00pOOKa PAIKIB i MIPOILYKTHBHICTH
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Puc. 7. lunamika iHKpeMeHTaIbHOTO 3aBaHTaXeHHS (2024 pik)

ITomanemie BaockoHaseHHs ETL-naHmrora Moxe
OyTHu cripsMOBaHe Ha:

® 3HIKEHHS KUIBKOCTI BIJKMHYTHX 3allMCIB 4epes3
KOHTPOJIb IEPBUHHUX KIIIOYIB y JKEpelti;

e TIapasielnizaiito TpaHchopMalliid BEIUMKUX 00CSTiB
(haKTOBHX TaHUX;

® ONTUMI3ALI0 J>KYpPHAIIOBAaHHA Ta pO3PaxXyHKY
METpHK.

TakuM YHHOM, pE3yNbTaTH aHAJi3y JOBOAATH, IO
peanizoBana apxitekrypa ETL 3abesmedye BHCOKY Tpo-
INYKTUBHICTb, Y3TOKEHICTh JaHUX 1 BIATBOPIOBAHICTH IIPO-
IleciB, IO BIJMOBia€ BUMOTaM IPOMHCIOBOIO CXOBHIIA
JaHUX JUIS 33124 YIIPaBIiHHS KIIEHTCHKOIO JOSUIBHICTIO.

BucnoBku. Pe3yiapTaTrom po6oTH € modymaoBa CXOBHU-
ma gaHux 3 3ipkoBoro cxemoro B CYBJ] MS SQL Server,
SIKe IHTETPY€E PI3HOPIAHI JaHI KIIEHTCHKUX 3aMOBJICHb Y
€luHy aHajmiTnuHy 6a3y. CTBOpeHO (aKkTOBY TaOIHUIO
3aMOBJICHb Ta IMOB’sI3aHI 3 HEIO TAOJHUII BUMIPIB, 1110 J03-
BOJIMJIO CTPYKTYpYBaTd JaHi 3a OCHOBHMMH Oi3Hec-
BUMipaMu (TIPOIYKTH, KIII€HTH, KaHAJH TPOJaXKiB, BiJBaH-
TaXEHHs) IUIA 3pydHoro asamizy. Pospobmeni ETL-
MIPOLIECH 3 IHKPEMEHTAJIbHUM 3aBaHTaKCHHSM IT1IBHILIN
e(CKTHBHICTH OHOBIICHHS JaHUX, MiHIMI3YIOUH 00CAT 00-
pOOKM 3a paxyHOK BHWJIYYEHHsI JIMIIE 3MiHEHUX 3aIlHCIB.
MexaHi3MU BHSBJICHHs IyOJIiKaTiB Ta HEPEBIPKH SIKOCTI
JIAHUX TapaHTYIOTh BUCOKHH PiBEHb JI0CTOBIPHOCTI iH(pOP-
Mariii, a BeJeHHs xypHairy meTpuk ETL 3abe3neuye npo-
30piCTh MPOIIECIB Ta MIBUIKE BUSIBICHHS MOXKIMBUX 300iB.
Takum yuHOM, po3poliieHa cucTeMa 3a0e3Meuye y3roKe-
HICTh 1 aKTyaJbHICTh JaHUX, ONTHUMI3y€ MPOTYyKTHBHICTH
3aIUTIB Ta I JBUIIYE T0BIPY KOPUCTYBAUiB JI0 aHAJII THYHOT
3BITHOCTI.

3anpornoHoBaHe PIlICHHS! Ma€ IIUPOKI NMEPCIEKTUBH
3aCTOCyBaHHS B iH(opMauiliHO-aHAITHYHUX CHUCTEMaXx.
3ipKkoBa MOJIEJIb CXOBHIIA AAHUX IOJIETIIYE IHTETPALiIo 3
OLAP-incTpymenTamu i Bl-cucremamu — Oinbmiicts cy-
yacHuX 3aco0iB OizHec-aHamituku (Power BI, Tableau
TOIIIO0) ONTHMI30BaHi miag poboTy 3 ¢dakTamu i BUMipaMu
31pKOBOI CXE€MH, IO CIIPOIIye MOOYIOBY 3BiTiB JUIA KiHIIE-
BHX KOPHCTYBadiB. ApXiTeKTypa Moke OyTn MacmTaboBa-
Ha [IUISIXOM JI0JITaBaHHs HOBUX ()aKTiB a00 BUMIpiB IS pO3-
IMUPEHHsT aHATITUKY Ha iHII Oi3Hec-mponecu. Y Mmoaalb-
LIOMY MOXJIMBE BIIPOBAJUKEHHS IOBUIBHO 3MiHIOBaHHX

BHMIpiB Ta TIEpeXij 10 Maibke pealbHOTO Yacy OHOBJICHHS
JaHUX JUIA [1e OIBUANIOr0 OTPUMAaHHS aKTyaJbHOI iHdop-
Mariii. KpiMm Toro, MexaHi3M TEXHIYHOTO >KYpHaJIIOBaHHS
ETL moxe OyTm iHTerpoBaHWil i3 cHCTEMaMH MOHITO-
PHHTY, 110 JJ03BOJIUTH aBTOMaTHYHO BiJICTEKYBAaTH METPHU-
KU 3aBaHTa)XCHHS Ta ONEPAaTHUBHO CIIOBILIATH PO BiJIXH-
JIeHHsI. 3arajoM, peaii3oBaHe PillleHHsS CTBOPIOE THYUKY i
HaJiiiHy OCHOBY JUIs MIITPUMKH Oi3HEC-aHAJITHKU Ha 0asi
CXOBHIIIA JIaHUX, 3a0€3MeuylouH SKICHY Ta CBO€YacHy iH-
(opManiiiHy miITPUMKY YIPaBIiHCHKUX PillleHb.
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INFORMATION TECHNOLOGIES FOR THE INTEGRATION OF CUSTOMER AND CONSUMER DATA

Using the example of a book enterprise that combines the functions of a publisher, distributor, and retailer, it is shown how multi-channel operational
activities lead to the accumulation of vast arrays of information in databases that are fragmented, incomplete, unstructured, and contain duplicates. This
situation makes it impossible to effectively analyze customer behavior, including the accurate calculation of key performance indicators. The relevance
of the work lies in reducing this critical gap between the volume of accumulated information and the business's ability to make effective management
decisions based on it. The purpose of this work is to develop a methodological approach to creating a data warehouse based on the star schema architecture
and to implement an adaptive ETL chain with built-in quality control rules. An analysis of modern data warehouse design methods was conducted,
including the transition from the entity-relationship model to the star schema. Based on the structure of the transactional database and business
requirements for data analysis, an analytical warehouse using the star schema was designed, and key facts and dimensions necessary to support
comprehensive customer analytics were identified. To transfer data from the transactional system to the warehouse, an extract, transform, and load (ETL)
process was developed, and its logic was described: data extraction from sources, its cleaning and transformation in a staging area, and loading into the
target warehouse tables. The effectiveness of the developed processes was evaluated based on event log data. The analysis results confirm the reliability
and high performance of the proposed solution. The approach proposed in the article provides automated, reliable, and efficient updating of the data
warehouse, creating a single source of truth for business analytics.
Keywords: database, data warehouse, data integration, star schema, dimension/fact tables, ETL.
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AJITOPUTM ABTOMATHYHOI'O CTBOPEHHSI MACKHW CETMEHTAIIT IJ11 BUSBJIEHHSA
BIOJIOI'TYHUX OB’E€EKTIB

VY cTaTTi mpeAcTaBIeHO METOJ aBTOMATHYHOIO CTBOPSHHS MAacOK CerMeHTalil jisl 0i0MegUYHHX 300pakeHb, M0 3a0e3nedye 3HaYHE 3MEHIICHHS
TPYJAOMICTKOCTI py4YHOI aHOTAIi] Ta MiJABUIIEHHS BiATBOPIOBAHOCTI MiATOTOBKY JJAHKX. 3aIIPOIIOHOBAHHH IiIXi/] TOETHYE aJalTUBHY IIOPOrOBY 00OPOOKY
3 koediuienTamu Matpuui aycca, mopdosoriuni onepauii Ta reoMeTpuuHy (UIBTPALil0 KOHTYPIB 3a IUIOLICI0 Ta KoedilieHToM okpyriocti. Taka
KOMOiHaIis 103BOMsIE ePEeKTUBHO BUAIIATH KIIITHHHI CTPYKTYPH 32 yMOB HEPiBHOMIPHOTO OCBITJICHHSI, ITyMy Ta HU3bKOT'O KOHTPACTY, IO € THIIOBUMHU
npobiaeMaMy MiKpOCKOIIYHUX 300paxkeHb. MeTox mpotectoBaHo Ha Habopi manmx BBBCO030vl, skmit micTuth 60 300pakeHb KIITHH SI€YHHKIB
KHTaChKOro XoM’sika. J{yist KOXKHOro 300pa)keHHs: aBTOMATHYHO CTBOPEHA Macka IOpiBHIOBANIACh i3 HaxaHoto ground truth-aHoTamiero 3a 1OMOMOro0
koedinienta daiica. Orpumano cepente 3HaueHHs 0,8954, meniany 0,9013 ta cranmaprtae Biaxwiennas 0,0254, 1o CBiIYHUTH PO BUCOKY TOYHICTBH Ta
CTaOLIBHICTE MeTony. By3pkuit MixkkBapTiiibHUM po3max (IQR = 0,0215) miaTBepmKye piBHOMIpHICTE pOOOTH QJITOPUTMY Ha OLIBIIOCTI 3pa3KiB, TOXI
sik mooxuuoki Bukuau (0,80-0,85) moB’s3ani 3 HETHHOBHMH 200 HHU3BKOKOHTPACTHHMH 300pa)KCHHSAMH. 3arajbHHN pe3yJbTaT AEMOHCTPYE, IO
KIIACHYHHUHN MiJIXix cerMeHTarii 0e3 BUKOPHCTAHHS HEHPOHHUX MEPEeK MOXKE JOCSATaTH SIKOCTI, CIIBCTaBHOI 3 PYyYHOIO PO3MITKOIO ekcrepta. J{ms
NIepeBipKYU MPAaKTUYHOI MPUJATHOCTI 3reHepOBaHUX MACOK BOHM OyJM BUKOPHCTaHI [ HaBYaHHS HeifpoHHOI Mepexi U-Net st 3amadi cerMeHTarii.
IMopiBHSAHHS 3 TPEHYBaHHSM Ha PEAbHUX MacCKax IToKa3ano Maibke oxHakosi pesynbsrat (0,9036 mpotu 0,9037), 1110 miaTBEpIKyE MOKIUBICTH TOBHOI
a00 JacTKOBOI 3aMiHM PY4HOI aHOTamlii aBTOMaTHYHUM IifxoAoM. Po3pobneHuit MeTon Moke OyTH 3aCTOCOBAHHMH JUIS NPHCKOPEHHS ITiATOTOBKH
BEJIMKHX 010MEeMYHIX HAaOOPIB JaHMX Ta IHTErparlii y CHCTeMH IiATPHUMKH IPUHHSATTS PillleHb y UTOJIOTI], MiCTONOrT Ta IHIINX raimy3sx 610MeIUIHHH.

KaiouoBi cioBa: cerMeHTallis 300paxkeHb, 00poOka 300pakeHb, aJanTHBHE MmOporyBaHHs, koedimient [laiica, mTydni HEHpPOHHI Mepexi,

aBTOMaTHYHA PO3MITKa, KOMIT FOTEpPHHH 3ip, iH(pOpMaliiiHa TEXHOIOTis.

Beryn. Y cyyacHiit 6iomenuuusi ta 6ioiHdopmaruii
CTPIMKO 3pOcTae 00csAr MUPPOBUX 300paXKEeHb, OTPUMAHHUX
3a JOMIOMOTOI0 MIKPOCKOIIB Pi3HUX BHJIB. AHaJi3 TakuX
JAHUX € HEOOXITHMM /Ui BHUSIBJICHHS, Kiacuikamii Ta
KUJIBKICHOI OLIHKM KIITHHHHMX 1 TKaHUHHHUX CTPYKTYP.
Ki1rouoBuM eTanom 1poro Mpolecy € cerMeHrailis 300pa-
JKEeHb, TOOTO MOOyIOBa MAacOK 0iOJOTiYHMX 00’€KTiB, SIKi
TOYHO OKPECTIOIOTh MEXi KITHH abo iHmux Mopdoio-
T1YHUX YTBOPEHb.

PyuHe cTBOpeHHS Macok € Ha/J3BHYaifHO TPYJIOMICT-
KM, TTIOTpeOye BHCOKOI KBami(ikarii GaxiBIiB i 3HAYHUX
yacoBux BuTpar. KpiMm Toro, pe3ynbTaTi py4HOi po3MITKH
4acTo € Cy0 €KTUBHUMH M MOXYTb BiJIPI3HSTHUCS 3QJIEKHO
BiJl BUKOHABIIS, 1[0 3HWKYE BiJTBOPIOBAHICTH OCIIKCHb.
VY 3B’A3Ky 3 UM BUHHKAaEe moTpeda y po3poOdii aBTo-
MaTH30BaHUX METOJIB cerMeHTallii, siki 0 3a0e3nedyBaiu
BUCOKY TOYHICTb, CTAOUIBHICTh Ta HIBHAKICTH OOpPOOKH
6ionoriunux 300paxens [1].

ABTOMaTHYHE CTBOPEHHS MAaCOK Ma€ KpPUTHYHE
3HAUEHHS JUIs BUPILICHHS MIMPOKOTO CHEKTPa HAYKOBHX 1
MIPUKIIIHUX 33724 — Bifl MiPaxyHKy KIITHH y KyJbTypax
JI0 BUSBJICHHS NATOJIOTIYHKUX 3MiH y TKaHWHaX. 30Kpema,
TOYHA CETMEHTalis € OCHOBOIO JUIi MOOYNOBH CHCTEM
ABTOMATUYHOTO aHaNi3y 300pa)xeHb y IUTOJIOTIi, TicTo-
JIOTii, OHKOJIOTil, TEHETUYHHNX JOCIHIHDKeHHAX Ta (apma-
KoJoTii. 3aBASKH IBOMY JOCTITHHUKH OTPUMYIOTH MOXK-
JUBICTh OOPOOJSITH BENMUKiI 00CSITH JaHuX Oe3 BTpaTu
TOYHOCT] Ta 3 MiHIMAJIbHUM BTPYYaHHIM JFOJAUHH.

TakuM YUHOM, aBTOMATHYHE CTBOPEHHS MAacOK €
Ba)XJIMBOIO 33/1au€lo, a/UKE JI03BOJISIE TIPUCKOPHUTH IiJro-
TOBKY BEJIMKMX JaTaceTiB; 3a0e3MeunTH YHi(iKOBaHICTH
PO3MITKH; 3MEHIIUTH BUTPATH 4Yacy Ta JIIOACBKUX Pecy-

PCiB; MIABMIMUTH SKICTh MMOMANBIIOr0 HABYAHHS HEHPOH-
HHUX MEpex.

Cran npoésiemu. Metonu, 1110 3aCTOCOBYIOThCS IS
CerMeHTallii MOJKHa PO3/ALIUTH Ha JeKiJIbKa IpyII.

Kracuuni anropurmu [2, 3], HanmpukiIag moporyBaH-
s Otcy, ajanTUBHE MOPOTYBaHHS, KiacTepusallis Me-
tonoM K -cepennix, anropurm watershed Ta Mmopdonoriuni
orepailii NIMPOKO 3aCTOCOBYIOTHCS IS MOTEPEIHBOI Cer-
menTarii [4]. Metoau moporyBaHHs 6a3yrOThCs Ha aHAI31
ricrorpamMu 300pake€HHS Ta JJO3BOJISIIOTH BiOKPEMIIIOBATH
o0’ektr  Big (oHY 3a IHTGHCHBHICTIO. AJTOpPHTM
Watershed, B cBoto uepry, € epeKTHBHUM JUIS BUSBICHHSI
00’€KTIB, 1110 IEPEKPUBAIOTHCS, AJle € UYyTJIMBUM JI0 LIyMY.

Enepretnuni Mopemi, Taki SK aKTHBHI KOHTYpH,
(OPMYITIOIOTH CETMEHTAIIIIO K MiHIMi3aIlif0 €HePTeTHIHOL
GbyHKILIT, 10 HamaraeTbcsi 30ajJaHCyBaTH TJAJKICTh Ipa-
HUI[ Ta MOMIOHICTh miKceNiB 10 00’ekra/hoHy. Bonu 3a-
0e3reuyroTh BUCOKOTOYHY CEMEHTAllilo, aje BUMararoTh
XOpOIIMX TMOYAaTKOBUX YMOB 1 4acTo € OOYHCIIIOBaJIbHO
cxnaganmu [5-8].

I'mboki HelpoHHI Mepexi, IO MPEeCTaBIeHI MOJIe-
asmu U-Net, Mask R-CNN Ta DeepLab, nHapasi cramu
CTaH/apTOM cerMeHrauii y 6iomeauynaux 3azxadax. [Ipote
AKICTh TX HABYaHHS 3HAYHOIO MIpOIO 3aJIe)KUTH BiJ HAsB-
HOCTI TOYHUX aHOTOBaHHX Macok [9-10].

OcraHHI IOCSATHEHHS B raiy3i NIMOOKOTO HaBYaHHS
CYTTEBO MiIBUIIMIN €(DEKTUBHICTh METOIB aBTOMATUYHOT
cerMeHTanii. ApXiTeKTypH HEHPOHHHUX Mepex, Taki sk U-
Net, Mask R-CNN, DeepLab a6o yHiBepcaibHi MOJ€ENi Ha
ocHOBi Segment Anything Model (SAM), 1eMOHCTPYIOTB
3/IaTHICTP TOYHO BiATBOPIOBAaTH KOHTYpPH OiOJOTIYHUX
CTPYKTYp HaBiTh Yy CKJQJHHX YMOBaX — 3a HasBHOCTI
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[IyMiB, MEPEKpUTTIB abo Bapiamiii ocBiTienns [11]. Lle
BiKPHBA€ MOXIIUBICTh CTBOPEHHSI YHIBEpCATBHIX CHCTEM
JUT aBTOMAaTH30BAaHOTO aHAJ3y Oi0OTIYHHAX 300paKeHb,
MPUIATHUX 10 IHTErpallii y 1iarHOCTUYHI Ta JOCITiTHUIBKI
KOMIUIEKCH.

IMocranoBka 3agavi. Takum umHOM, 3a7a4ya aBTO-
MAaTHYHOTO CTBOPEHHS MAaCOK Ui 3HIMKIB O10JIOTiYHHX
00’€eKTIB € aKTyaJIbHOIO K Y TEOpPETHYHOMY, Tak 1 B
NPUMKJIAHOMY acTieKTaX. [1 po3B’sA3aHHA CTpHMATHME Mif-
BHUIIICHHIO TOYHOCTI, 00’ €KTUBHOCTI Ta IMIBUIKOCTI aHAII3Y
06ioMeIMYHNX JaHUX, 0, Y CBOIO YEPTy, CTBOPIOE TIepe/-
YMOBH JJIsI PO3BHTKY HOBHX IIXOMIB IO MiarHOCTHKH,
MOHITOPHHTY CTaHY KJIITHH 1 aBTOMaTH3aIi{ JJabopaTopHUX
TIPOIIECIB.

IToctaHOBKY 3amadi cerMeHTalii MokHa (Gopmaiizy-
BaTH HACTYITHUM YHHOM:

Hexaii 3agaHo HaOip OioMequYHUX 300pa)keHb B
rpajamisx ciporo:

X:{Il,lz,...,ln}, I, :QcR?, (1)
[MoTpiOHO NOOYMyBaTH BiANOBIIHUN HAOIp MACOK:

Y ={M,M,,..M,}, M, {01}, @)

ne M(X) =1 — nikcens HanexUTH 06°€KTY;

M (x) = 0 — mikcens HanexuTh GoHy.

3aja4a aBTOMATUYHOI CerMeHTalii (POPMYITIOETCS SIK
snaxomkenns gymkmii f 11, > M, sxa i 6yas-sxoro

BXIi/THOTO 300pakeHHsI TCHEPY€E BiMOBITHY MAcKYy.

OcHoBHa yacTuHa. Ha ocHOBI migxony, 3ampomno-
HOBaHOTO B [1, 2] po3po0sieHO aNrOpPUTM aBTOMATHYHOTO
CTBOPEHHS MAaCOK CETMEHTallil 3 BUKOPHCTaHHSIM KOMOi-
HaIlil KJIACHYHUX MIAXOMIB KOMIT'IOTEPHOTO 30py Ta
EBPUCTUYHUX KpHTepiiB ¢inbTpanii KoHTYypiB (puc. 1).
Anroput™m 3abe3reuye BHIUICHHS IJILOBUX CTPYKTYpP Ha
BXIJTHUX 300pakeHHsX Ta (opMmyBaHHs OiHapHOT Mackw,
NPUAATHOT JUIS TTOJJATIBILIOT0 BUKOPUCTAHHSI SIK Y MOJIEIISIX
rIMOOKOro HABYaHHSI, TaK 1 B KJIACUYHUX MPOLIEAypax aHa-
i3y 300pakeHb.

Juis 3abe3nedeHHs CTIHKOCTI alTOpUTMY 10 IIyMIB,
HEO/HOPITHOTO OCBITJICHHS Ta JIOKAJbHUX KOHTPACTHHX
apTe(akTiB, BXiHEe 300paKCHHS CIIOYATKY TEPEBOIUTHCS
y rpajarii ciporo.

ITicnst boTO 3acTOCOBYETHCS ['ayccoBe pO3ZMHTTS, IO
3MEHIIYE BUCOKOYACTOTHUI IIyM Ta MOKpaIlye SKICTh
TOJTAJTBIIIO] CErMEHTAIli.

Jnst BUAUIEHHS TOTEHIIHHUX 00 €KTiB BUKOPHUC-
TOBYETHCA aJalTUBHUI MeTOA OiHapu3alii, SKUH BpaXxoBye
JIOKaJIbHI 3MiHH SICKpaBOoCTi. Le 103BosIsI€e yHUKHYTH TP0o0-
JeM KiacuyHoi rioOanbHOT OiHapu3awii, ocoOnmMBO y
BUIIaJIKaX HEPIBHOMIPHOTO OCBITJIEHHS Ta CJIa0KOro KOHT-
pacty, aJpke 3aCTOCYBaHHS INI0OaJIbHOTO MOpOTy (Harpu-
kian, meroxy OTcy) 4YacTo BHSIBISETHCS HEITOCTaTHBO
e(eKTUBHUM Y BHIIQJIKAX HEPIBHOMIPHOTO OCBITJICHHS,
JIOKaJIbHOTO KOHTpAcTy abo MPUCYTHOCTI TiHeH (puc. 2).

AJllanTUBHA TIOPOroBa 0O0pOOKa MIMUTHh 300pasKeHHS
Ha Mauti obnacTi (migBikaa) 3amanoro po3mipy (blockSize).
JI71s1 KOYKHOTO TMKCeIs BiIKHO (POPMYETHCSI HABKOJIO HBOTO,
ICIIST 9OTO OOYMCIIOETHCS JIOKAIbHA CTAaTUCTHKA IHTEH-

cuBHOCTI. Ha 0CHOBI 11i€i cTaTHCTUKH (OPMYETHCS JIOKATh-
HUH TIOpIr, SIKAH 3aCTOCOBYETHCS AN Kiacugikarii mkce-
TS SIK «00°€KT» a00 «(hoH».

b

JasaHTaweHHsA 300paKeHHR 8
rpagaLisx ciporo
JacTocyBaHHA
MY IMOrS tinsTpa
AfJanTieHa NoporoBa
ofipofita

CTROpeHHA NopoMHEDT
Macku

BaaTH HACTYTIHWA
KOHTYP
OBUMGINTA NNoWY
YOHTYPY

TaK

Hi

v

Mnowa & mewax
(min_area, max_area)

PeoapaxysaT koehiliedT MponycTiTit
orpyrnocTi (Circ) KOHTYP
TaK E g Hi

Hi
Cire=0.3

3anum KoHTYD Binum Mponyeturi
KONbOPOM HE MECLU KOHTYPR

A
- X
A4

Lo - ocTaHHii koHTYp?
L

3fepemeHHA
Macku y daini

Puc. 1. Anroputm aBTOMaTUYHOTO CTBOPEHHS MAacOK 00’ €KTiB

Puc. 2. He3aoBiIbHI pe3ybTaTH BUKOPUCTAHHS TTI00ATBHAX
binpTpiB

JlokanpHHN TOPIT OOYUCIIOETBCS SK BaroBa cyma
MIKCENB Y JIOKaJbHOMY BiKHI, JI¢ Baru 3aJaloThCs
layccoBum sigpom:

T(xy)= > w(,j)-1(,j)-C, ®)
(i)W
ne T(X,y) — nokamsHuit mopir y Toumi (X, Y),
W — sikno oxomy posmipom blockSize xblockSize ;
w(i, j) - koedimienTu Matpuri ["aycac;
I(i, j) —3HaueHHS ACKPABOCTI IKCEJIS;

C - KOPHUT'YBaJbHA KOHCTAHTA, IO BiTHIMAETHCS Bij
JIOKaJIbHOT'O TIOPOTY.

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii
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Ilpu Gimemomy 3HauenHi C Macka cTae KopcT-
KillIOI0, IPY MEHIIOMY 3HaueHHi (UIBTP BUSBIsLE Oinblie
JeTanei i mymy.

TakuMm 9UHOM, BiKHA 3 Pi3HHM OCBITIICHHSIM OTpPH-
MYIOTb Pi3Hi TOPOTH i ANTOPUTM 3ANHIIAETHCA CTaOLTBHIM
Ha CKJIQJHUX TEKCTYPax Ta CIIAOOKOHTPACTHUX O0JIACTSX.

Takoxk, Tak SK y OUIBIIOCTI MIKPOCKOIIIYHHUX 300pa-
KEHb 00 €KTH € TeMHImMMHU 3a (PoH, To OiTBII 3pydHa
Macka Oyze oTpuMaHa i3 3aCTOCYyBaHHIM iHBEpCHOI OiHa-
pu3aitii, e 006’ ekt cTae OinuM. [HBepcHa OiHapH3aIlis MOXKE
OyTu BU3HaUY€Ha HACTYITHUM YHHOM:

o sxmo I(XY)>T(X,y), To 3HaueHHs mikcems

Oyne nopisatoBatu 0 (€ hoHOM);

e sxmo I(X,Y)<T(X,Y), To 3HaueHHs miKkcens

Oyne nopiBHIOBaTH 255 (€ 00’ €KTOM).

Po3Mip nOKkanmbHOTO BiKHAa € TapaMeTpoM, IIo
iiIsrae HaJaTYBaHHIO 1 3aJI€KUTh BiJl pO3Mipy 00’ €KTIB,
110 BUSIBIISIIOTHCS:

e SKIIO BIKHO 3aHaATO Maje, TO aJaNnTHBHUI
¢buteTp OyIe 4yTIMBUM 10 IIYMY,

e SKIIO BIKHO 3aHAATO BEJIUKe, TO (GuUIbTp Oyme
po3MuBaTH IpidHI CTPYKTYpH.

Otpumana OiHapHA KapTa MPOXOAUTH OIEPAIi0
Mop¢omoriuaoro  3akpurtsa  (dilation + erosion), 1m0
JIO3BOJISIE YCYHYTH JIOKQJIBHI PO3PUBH KOHTYPIB 00’ €KTIB Ta
3MEHIINTH KUIBKICTh IIyMOBUX KOMIIOHEHTIB.

Ha mopdonoriuao 06pobieHOMY 300paXkeHHI 3miic-
HIOETBCSI TOLITYK KOHTYpiB. KOXXHMH KOHTYp posrisina-
€ThCS SIK MOTEHIIMHME 00’ €KT cerMenTartii. J{ast KOXKHOTo
KOHTYPY OOYHCIIIOIOTHCS HOTO0 OCHOBHI T'€OMETPHYHI Xa-
paKkTepUcTUKH (EPUMETp Ta ILJIOILA).

st ycyHeHHs1 XMOHHX CIIpalbOByBaHb (apTedaKTis,
LIyMiB, JyXe JIpiOHHX ab0 HaATO BEIMKUX CTPYKTYp)
BHKOPUCTOBYEThCS (ibTparis 3a miomer. KoHTypw,
wiolma  SKMX  He  HAISKHUTh  JO  IHTEpBaly
[min_area, max_area], Bimkumarotecs. lle 3abesneuye
allaNTHBHICTb AITOPUTMY J0 KOHKPETHOTO THITY 00 €KTIB.

Takox U BiIOKpEeMIICHHS IUTHOBUX OO €KTIiB Bif
CTPYKTYp 3 IOBUIFHOIO (POPMOIO 3aCTOCYEMO KOCQIIiEHT
oxpyrnocti Circ, mo moxe 6yTn oTpuMaHo i3 i3omepu-
METPUYHOI HEPiBHOCTI:

4z-A
PZ ’ (4)

Circ=

ne A — mwioma KoHTypy;

P —iforo mepumerp.

3navenns CilC 6muspke mo 1 cBimuuTh PO Maiike
Kkpyriy ¢opmy; 3HadeHHs MeHme 0,3 xapakTepHe s
BHIOBXEHHX a00 HEPETyIAPHUX 00’ €KTIB.

J11st KOHTYPIB, 1110 33JJOBOJIBHUIIM YMOBH 32 ILIOIIEIO
Ta OKPYIJICTIO, HA BHXiJHY MAacKy HaHOCHUTHCS 3aIOB-
HeHuil OLIMM KoJIBbOpOM cuiryeT 00’ekTa. Takum 4rHOM
(dopmyeThcs OiHapHa Macka, Je IMiKceli 00’€KTa MaroTh
3HaueHHs 255, a pona — 0.

Pobora anroputMmy Ha pi3HHUX KpOKax IpeACTaBIeHA
Ha puc. 3.

Ileti amroput™M OyJ0 TPOTECTOBAaHO Ha HaOoOpi
BBBC030v1 i3  Broad Bioimage Benchmark
Collection [12], mio cknamaerses i3 60 300paxkens aude-

pEHITIAIbHOTO  iIHTEPPEPEHIIMHOTO KOHTPACTy KIITHH
SI€YHAKIB KUTAWCHPKOTO XOM’AKa 3a ineHsielo Creative
Commons Attribution 3.0 license (CC BY 3.0). Bci
300pakeHHS MalTh 3 KONIpHI KaHaIW Ta PO3Mip
(1032, 1376). [ns KoxHOrO 300paxkeHHs € 30epeKeHi
KOHTYPH KJIITHH, [0 OyJIO CTBOPEHO BPYUHY.

Puc. 3. ETanu aBTOMaTHYHOTO CTBOPEHHS MacoK 61000 €KTiB

B sxocti mapamerpiB, 0 MOTPeOYIOTh HaaIITy-
BaHHs 0yJI0 00paHO 3HAYCHHS, SIKi HaBE/ICHI B Ta0II. 1:

Tabmuus 1 — HanamryBanHs napamerpis

[Mapametp 3HaueHHs
C 3
blockSize 15
Circ 03

3acTOCyEMO ONMCAHWIl BHUILE ajJrOPUTM Ui BCIX
300paxkeHb 1 OOYMCIMMO 3HaueHHs. B sKoCTI MeTpHKH
OLIIHKM BUKOpHCTaeMO KoediuieHt [laiica, mo MopiBHIOE

nporHo3oBany — macky (mask_pred) 3 peanbHOO
(mask_true):
_2Mn|
Dice = —, 5)
|M|+|M

A

ne M — e npornososana macka (Predicted Mask), To6T0
BCI TIKCeJIi, M0 OyJI0O BU3HAYCHO SIK 00 €KT;

M —peanbra macka (Ground Truth Mask), a6o
TKCeTi, SKi TIHCHO HAJISKATh 00 €KTY;

A

M

— KITBKICTh O1MMX TiKCeNiB y MpPOTHO30BaHii

Macly;

|M | — KUTBKICTh O1TMX TIKCENIB y peanbHild MacIli;
|M NM | — 1€ IEPETHH IBOX MHOXHUH O1TUX TKCENiB,

ab0 X KUIbKICTh IMIKCEINB, € MacKH 30iraroThCs, TOOTO
MOJIeJIb IPABIIIEHO Tiepeadadmia 00’ eKT.

Uum Ommxde koedimient [adica mo 1, TuMm kpaie
MOJIeNb BUSBIIAE 00’ €KTH Ha 300pakeHHi. [t 60 HassBHUX
300pakeHb OyJI0 OTPUMAHO MACKH XapaKTePUCTHKAMH
HaBeJICHUMHU B TaOII. 2.

Jns aHamizy OTpUMaHUX PE3YJIbTATiB € JOMUILHUM
noOymyBatu boxplot, skuii BimoOpakae po3moiT 3HaYeHb
Dice-koediuienta mis Habopy 300paxens (puc. 4).
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Tabnuit 2 — Pe3ynpTaTi aBTOMaTHYHOTO CTBOPEHHSI MacoOK

ITapamerp 3HaueHHs
CepenHe 3HaUYCHHS 0,8954
Meniana 0,9013
CranjapTHe BiIXHICHHS 0,0254
MinimMasnbHe 3HAYSHHS 0,8028
MaxkcumanabHe 3HaYCHHS 0,9319
Q1 0,8909
Qs 0,9124
IQR 0,0215

3 nporo rpadika MaeMo TaKy iHPOPMAIIO:

1) Meniana =~ 0,90 cBim4uTh OpPO BUCOKY SKICTh
cerMeHTarii.

2) Bysbkuit mikkBaptunsauii po3max (IQR) = 0,02
BKa3yIOTh HA HEBEITUKE BapilOBAHHS OTPHUMAHHUX 3HAUYCHD i,
BiJINIOBiJTHO, CTAOUTbHY CErMEHTAIIIIO.

3) € nekigbka BHUKHIIB, /€ aJTOPUTM CIIPAIIOBAB
ripiue, ane ix HebaraTo, TO K aJTOPUTM € CTIHKUM.

0.92
0.90

m

=

5 0.88

=1

.

I

W e

3 0.861

3 8

= 0
0.84 1 =
0.82 &
0.80 Y

Dice

Puc. 4. Posmnofin 3HaueHs koedimienta Jlaiica
3acTocyeMo OTpHMaHiI MAacKH JJIsi HAaBYaHHS Mepexi
U-Net 3 rinepnapameTpamu:
e omruMizatop — adam;
e (yHKIIA BTpaT — KOMOiHOBaHa!

Loss =a-BCE + - (1-Dice) , (6)

ne BCE — ¢ynkuis 6inapuoi kpocenTporii;

Dice — ¢ynxis Jaiica;

a i f —xoedinieHTH 11 GanaHcy BKIALy KOMKHOL
KoMHoHeHTH, @+ f =1,

[Ipn HaB4yaHHI Mozeni HaWKpaumMii MOKa3HUK OyJ0
orpumano 3 @ =04, f=06.

e po3mip barya — 8;

e xinbkicTs enox — 100.

Jnst OIiHKK SIKOCTI HaBYaHHS OyJI0 BHKOPHUCTAHO
cepenHiit xoedinient Jlafica, 3HaUeHHS SKOTO HaBEICHO B
Tabm. 3:

. 18 .
Dice, ., :WZ Dice, , ©)
i=1

ne Dice —xoedimient Jlaiica, IO BH3HAYAETHCSI 3a
dopmyoro (7).

Tabmuns 3 — Cepenniii koedinient [laiica Ha TpeHyBaIbHOMY

Habopi
Bun HaBuanHs 3HauCHHS
HaBuaHHS 3 BUKOPUCTAHHSAM pEealbHUX MAaCOK 0,9037
Hap4aHHs 32 aBTOMaTU4YHO CTBOPEHUMH 0,9036
MAacKaMu
Amnamizytoun 3MiHy Koedimienta [lafica mns

TPEHYBAJIBFHOTO Ta BajijariitHoro HabopiB mpotsrom 100
eII0X HAaBYAaHHSA MOJIEJ CerMeHTauii KpHBUX HABYAHHS Ta
Bauigaiii (puc. 5), MoXHa 3pOOUTH BUCHOBOK, IO Y MEpIili
10-15 emnox 3HaueHHS METPUKH 3aJIMIIAIOTHCS HU3bKUMH,
IO € OYIKYBAaHMM E€TarloM, KOJIM MOJEJb JIMIE MOYHWHAE
(dopmyBaTH 0a30B1 YSABICHHS IPO CTPYKTYpY 00’ €KTIB Ha
300paxenHsx. [lounnaroun npubmusHo 3 15-20 enoxwu
CIIOCTEPIraeTbcsl PI3KUK NPUPICT 3HAYCHHS SIK TPEHY-
BJIBLHOTO, TaK 1 BaJiAaIiifHOr0 KOe(DillieHTa, 110 CBITYUTh
mpo TIepexix Moaeni 10 e(QEeKTHBHOTO HaBYaHHSI Ta
3ATHOCTI BIITBOPIOBATH KOPEKTHI MACKH.

[Micna 25-1 enoxu 00uABI KpUBI BUXOIATH Ha (pazy
CTaOLIEHOTO 3POCTaHHA Ta IOCTYIIOBO HAOMKAKOTHCS J10
wrato. Koeodimienr [aiica Ha TpeHyBaIbHOMY HaOOpi
nocsrae 3Ha4eHb Om3bpKo 0,92, Tofi sIK Ha BaiJaIiitHOMy
— crabini3yerbcst Ha piBHI npubausHo 0,89. Hesemmka
pizaus Mik kKpuBumu (mpudnuzuo 0,02-0,03) cBiguuth
Npo BIJICYTHICTH CYTTEBOTO II€pPEHABYaHHS Ta J0OpY
3[aTHICTh MOJIEINI y3arajpHIOBaTH iH(opMalio Ha HOBUX
JIaHUX.

— Train Dice e

e
Val Dice /_/./"—'
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Puc. 5. [lunamika xoedimienTa lafica mix 4ac HaBYaHHS

ExcniepumenTt. Y poOOTi JOCHIIKEHO aKTyaJIbHY
npoOyieMy aBTOMAaTH3allil IPOIECy CTBOPEHHS MacoK
cerMeHTamii s UPPOBUX OiOMETUIHUX 300paKeHb,
OTPUMAaHUX METOIaMH MIKPOCKOII] Pi3HIX MOJAIbHOCTEH.
Pyuna posmiTka OGiosloriyHUX OO’€KTIB € HaA3BHYAHO
TPYIOMICTKHUM TIPOIIECOM, IO BHUMAarae BHUCOKOi KBalli-
¢ikamii (axiBiiB, 3HAYHUX YAaCOBHX BHUTPAT Ta XapaKTe-
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PU3YETHCS CyO’ EKTUBHICTIO PE3YINIBTATIB, IO 3HUXKYE Bil-
TBOPIOBAaHICTh HAYKOBUX JOCIIPKEHb.

Jis BUpimIeHHS 1iel TpoOIeMH 3arporOHOBAHO
KOMIIIEKCHMH METOJ aBTOMAaTHYHOI CEerMeHTamil, SKHK
IHTErpye JeKiIbKa KJIACHYHUX IMiJXOJIB KOMII I0TEPHOTO
30py. B ocHOBiI MeTomy JeXHTh ajanTHBHAa IOPOTOBa
0o0poOka i3 3acrocyBaHHAM [ayccoBHX BaroBux Koedi-
LIEHTIB, 0 J03BOJIsIE e(hEKTHBHO BPaxOBYBaTH JIOKAJIbHI
3MIHHM SICKPaBOCTI Ta 3a0e3nedye CTIHKICTh O HEpiBHO-
MIpHOTO OCBITJIEHHS. [[1sl yCyHEHHS IIyMOBHX apTe(aKTiB
Ta 3aIIOBHCHHS PO3PHBIB y KOHTypaX 00’ €KTIB BHKOpPHC-
TOBYIOTECSI MOp(OJIOTiUHI omepartii 3aKputTs. JlogaTkoBo
peali3oBaHO 1HTENEKTyalbHY CHCTEMY (QinbTparii BUSIBIIC-
HUX KOHTYPiB Ha OCHOBi T€OMETPUYHHX KPUTEPIiB: IUIOMITI
00’ekTa Ta KoedillieHTa OKPYTJIOCTi, PO3PaXOBaHOTO 3
BUKOPHCTAaHHSM i30TIepuMeTprudHOi HepiBHOCTI. e no3Bo-
JISI€ BIJOKPEMHUTH IiJIbOBI 010JIOTIYHI CTPYKTYPH BiJ (POHO-
BUX apTe(dakTiB Ta HEpeJIeBAaHTHUX 00’ €KTIB.

ExcrniepuMeHTaibHa MepeBipka po3poOJICHOTO ajro-
pUTMY IpOBEJEHA Ha CTaHAAPTH30BAaHOMY HaOOpi JaHHX
BBBCO030vl 3 kosekmii Broad Bioimage Benchmark
Collection, sxumit mictuth 60 300pakeHs Au(EpEHITIATE-
HOTO iHTEep(EepEeHIIHHOr0 KOHTPACTy KIITHH SE€YHHUKIB
KHTalCBKOTO XOM’sika po3MmipoMm 1376x1032 mikcemniB 3
TpbOMa KOJNBOPOBUMH KaHamamu. KoxkHe 300pakeHHS
CYNPOBOIKYETHCSI BPYYHY CTBOPEHHMH EKCHEPTHHUMH
aHOTAI[ISIMA KOHTYpPIB KIITHH, IO JO3BOJHIO HPOBECTH
00’€KTHBHY OI[IHKY SKOCTiI aBTOMATHYHOI CETMCHTAII1.

BucHoBkH. 3a pe3ynbTataMu HpPOBEAEHOTO JOCIi-
JDKEHHSI MOXKHA 3pOOUTH HACTYIHI BUCHOBKH:

Po3pobiennii anroputM aBTOMaTUYHOTO CTBOPEHHS
MacCOK JIECMOHCTPY€E BUCOKY €(DeKTUBHICTb ISl CErMEHTAIIi1
GiomennuHuX 300pakeHb. CepeHe 3HaUeHHs KoedilieHTa
Haiica 0,8954 ta meniana 0,9013 cBigyath mpo TOYHICTH
METONy, TIOpIBHSHHY 3 pe3yJbTaTaMH PYYHOI PO3MITKH
eKCIIepTaMHu.

CraOimpHICTE Ta BiOTBOPIOBAHICTH PE3YINIBTATIB
MATBEPKYETBCSI HU3BKAM CTAHIAPTHUM BiIXHIECHHIM
(0,0254) Ta By3BKHM MIKKBAPTHIBHHM  PO3MaxoM
(0,0215). Lle Bka3ye Ha HaiiHICTH AITOPUTMY TIPU OOPO-
Oui pi3HUX 300paXkeHb 3 HA0OPY AAHUX.

KoMmO0iHallisi aJanTHBHOIO TOPOTYBaHHS 3 TI'€OMET-
puuHOIO (iNbTpalLi€lo BUsBUIACS €EKTUBHOIO JUIsl BUIII-
JICHHA LITbOBUX O0’€KTIB y CKIaJHUX yMOBaX HEPiBHO-
MIpHOT'O OCBITJICHHS Ta HU3bKOTO KOHTPACTY, i€ III00aIbHi
METO/IY MTOKa3yIOTh HE330BUIBHI PEe3yJIbTATH.

[IpakTHyHa TPUIATHICTH aBTOMATHYHO CTBOPEHUX
MacoK HiJITBep/KeHa pe3yabTaTaMi HaBYaHHS HEHPOHHOT
Mmepesxi U-Net: pi3HHIS MiXK HABYaHHSIM Ha aBTOMaTHYHUX
(0,9036) Ta peanpuux Mmackax (0,9037) € cTaTHCTHYHO
HE3HAYyIIO0, IO CBIAYUTH PO MOJIMBICTH IIOBHOI 3aMi-
HU PYYHOI PO3MITKH.

HasBHicTh BUKHAIB ¥ giama3oni 0,80-0,85 Bkasye Ha
HEOOXIJHICTh MOJANBIIOTO BIOCKOHAJIECHHS aJTOPUTMY
JUIsl BUIMAJKIB €KCTPEMaJIbHO HU3bKOTO KOHTPACTY, 3HAY-
HOTO IIyMy a00 aTUIOBUX (OpM 00’ €KTIB.

3anpornoHOBaHNI METOJ| CYTTEBO 3HHMXKYE TPYIOMi-
CTKICTh MIATOTOBKM JaTaceTiB IJIsi HaBYaHHS MoJelel
rOOKOro HaByaHHs, 3a0e3neuyroun yHi(iKoBaHICTh po3-

IIpouec HaBwyanas Moxeni U-Net Ha aBTOMaTHIHO
CTBOPEHHX MacKax JAEMOHCTPYeE CTabibHY OUHAMIKY 0e3
03HAK NEepeHaBYaHHS, IO MiATBEPIXKYE SKICTh 3TEHEPO-
BaHUX aHOTALIN Ta KOPEKTHICTh BUOOPY TileprapaMeTpiB.

Takum 9YHUHOM, PO3POOJICHHI METOJ] ABTOMATUYHOTO
CTBOPCHHS MAacOK € ¢(peKTUBHUM IHCTPYMEHTOM JJIsl aBTO-
MaTH3allii cerMeHTaIlii 0i0MeIUYHUX 300paKeHb 1 MOXKE
OyTH PEKOMCHIOBAHUH JJI MPAKTHIHOT'O 3aCTOCYBAHHS B
IUTOJIOTIi, TICTOJOTii Ta IHIIMX Taly3sX OlOMEIMYHHUX
JIOCIIIJKEHb, Jle HeoOXigHa 0OpoOKa BEIMKUX O0CSATiB
MIKPOCKOTIYHHUX JTaHUX.
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ALGORITHM FOR AUTOMATIC CREATION OF SEGMENTATION MASK FOR DETECTION OF
BIOLOGICAL OBJECTS

The article presents a method for automatically creating segmentation masks for biomedical images, which significantly reduces the laboriousness of
manual annotation and increases the reproducibility of data preparation. The proposed approach combines adaptive thresholding with Gaussian matrix
coefficients, morphological operations, and geometric filtering of contours by area and roundness coefficient. This combination allows for effective
separation of cellular structures under conditions of uneven illumination, noise, and low contrast, which are typical problems of microscopic images.
The method was tested on the BBBC030v1 dataset, which contains 60 images of Chinese hamster ovary cells. For each image, the automatically created
mask was compared with the provided ground truth annotation using the Dice coefficient. The average value was 0.8954, the median was 0.9013, and
the standard deviation was 0.0254, which indicates high accuracy and stability of the method. The narrow interquartile range (IQR = 0.0215) confirms
the uniformity of the algorithm's performance on most samples, while single outliers (0.80-0.85) are associated with atypical or low-contrast images.
The overall result demonstrates that the classical segmentation approach without the use of neural networks can achieve quality comparable to manual
expert labeling. To verify the practical suitability of the generated masks, they were used to train the U-Net neural network for the segmentation task.
Comparison with training on real masks showed almost identical results (0.9036 vs. 0.9037), which confirms the possibility of full or partial replacement
of manual annotation by an automatic approach. The developed method can be applied to accelerate the preparation of large biomedical datasets and
integration into decision support systems in cytology, histology and other fields of biomedicine.

Keywords: image segmentation, image processing, adaptive thresholding, Dice coefficient, artificial neural networks, automatic labeling,
computer vision, information technology.
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Al SOLUTIONS FOR OPTIMIZING SCRUM: PREDICTING TEAM PERFORMANCE

This study presents the development, training, and AWS cloud deployment of an Al-based assistant leveraging an LSTM network to enhance Scrum
team velocity prediction. The research focuses on analyzing the assistant’s interaction with key Scrum processes, highlighting its potential to optimize
sprint planning and improve team performance forecasting. Through this analysis, specific sprint planning challenges suitable for Al-driven solutions
were identified, paving the way for enhanced prediction accuracy and reduced uncertainty in project management. The proposed architecture outlines a
logical sequence of integrated services that collectively contribute to improving Scrum process efficiency. Initial testing of a locally deployed LSTM
network using a smaller dataset validated the suitability of the chosen model and confirmed its capability for accurate performance prediction. These
findings establish a foundation for developing a scalable Al assistant capable of supporting Scrum teams in dynamic environments with evolving
requirements. This research underscores the feasibility of applying Al technologies, particularly LSTM networks, to Scrum optimization. The results
demonstrate significant potential for improving sprint planning, reducing uncertainty, and supporting adaptive project management strategies. The
planned advancements in cloud-based deployment and performance evaluation will provide actionable insights into the economic and operational
viability of integrating Al-driven prediction tools into real-world Scrum environments. Future work will focus on deploying the trained LSTM model in
a production AWS environment to evaluate its practical performance, scalability, and operational costs. This stage will include detailed monitoring of
computational resource usage and cost analysis to identify opportunities for optimization. By refining algorithmic components and improving model

efficiency, we aim to enhance cost-effectiveness while maintaining high predictive accuracy.
Keywords: information system, IT project, Agile, Scrum, team velocity, Al, long short-term memory, sprint, AWS.

Introduction. The central concept in Scrum is «team
velocity» — a metric that quantitatively measures the
amount of work a team can complete within a sprint.
Accurate team velocity forecasting is crucial as it aids in
planning and resource allocation, increases predictability,
and optimizes overall project management. Despite its
importance, forecasting team performance remains a
challenging task due to the dynamic nature of team
interactions, varying task complexities, and fluctuating
work capacities. Traditional forecasting methods often fall
short, offering reactive rather than proactive management
tools, and they lack the adaptability required to handle the
nuances and changes observed in agile projects [1].

To address these issues, this study proposes the
development of a system architecture for an assistant
application using advanced machine learning methods,
including long short-term memory (LSTM) networks.
These networks are well-suited for modeling time series
data and can effectively capture the long-term dependen-
cies and nonlinear relationships inherent in team perfor-
mance data.

Focusing on system architecture, this study aims to
create a scalable, efficient, and effective tool that integrates
seamlessly with existing Scrum management systems,
enabling teams to achieve their goals in agile project
management.

The assistant aims not just to predict team velocity but
to act as an ever-watchful ally in the battlefield of Scrum.
By seamlessly integrating with existing project manage-
ment systems, the assistant enables managers and teams to
focus on execution while the Al handles the predictive
complexities. This intelligent tool will not only anticipate
potential delays but also suggest adjustments, ensuring

sprints remain on course and stakeholder confidence stays
intact.

Additionally, the system's architecture is designed
with scalability in mind, making it adaptable to teams of
varying sizes and project scopes. Whether a startup with a
scrappy five-person development team or a corporate
behemoth managing dozens of teams, the assistant can
efficiently process diverse datasets, learning from each
iteration to provide more refined insights. The result is a
forward-looking system that evolves with the team's
performance patterns, offering managers a glimpse into the
future with each sprint — a crystal ball of agile project
management, if you will.

Analysis of recent research and publications. The
concept of team velocity in Scrum is critical for project
planning and evaluation. Schwaber notes [2] that
traditionally, team velocity is forecasted using historical
sprint data, relying on simple averages of past results.
While these methods are useful, they often fail to account
for variability in team composition, task complexity, and
external factors, leading to inaccurate forecasts.

Ong and Uddin [3] suggest that the application of
artificial intelligence will significantly expand with the
advent of the new data era. Furthermore, other studies have
identified specific areas where Al offers advantages, such
as project management [4—7] and production management
[8-9], as well as numerous fields highlighted by Heifner et
al. [10], where Al can drive innovation within companies.
Additionally, benefits have been demonstrated in project
duration forecasting [11]. It is also worth noting that Al has
proven valuable in assessing and measuring various IT
strategies [12] and in developing strategic roadmaps
supported by project management [13]. The article [14]
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highlights that active stakeholder involvement is key to
aligning Scrum teams with business goals and fostering
adaptability through continuous feedback.

Sima Siami-Namini et al. [15] pointed out that
machine learning models, particularly those involving time
series forecasting like ARIMA and LSTM networks, have
shown potential in forecasting tasks that involve complex
dependencies. For example, LSTM networks have been
successfully used in various fields due to their ability to
remember long input sequences, making them ideal for
forecasting tasks where past information is crucial for
future predictions. Ryabchukov [16] notes that Al methods
can dynamically adapt to project changes, offering more
accurate and time.

The development of a system architecture for the
application of Al in project management requires a
thorough analysis of data flow, processing needs, and
integration capabilities. According to Zhiheng Huang [17],
the architecture must support robust data acquisition
mechanisms, scalable machine learning pipelines, and
efficient data storage solutions. Klaus Greff et al. [18]
highlight that the architecture should also facilitate
continuous learning and adaptation, as the system must
update its models in response to new data.lier forecasts.

Presentation of the main material. The objective of
the work is to explore the potential for applying artificial
intelligence to optimize Scrum methodology, focusing on
the role of the Al assistant in predicting team velocity. The
work aims to study how Al implementation can contribute
to more efficient sprint planning, improve the accuracy of
task evaluation, and optimize overall team productivity and
coordination. The primary focus will be on analyzing how
artificial intelligence can enhance the prediction of team
potential and capabilities at various stages of project
implementation.

The project goals include: (1) investigating the
interaction of the Al assistant with key Scrum processes for
team velocity prediction, (2) identifying sprint planning
issues that Al can help address, (3) exploring Al techno-
logies capable of optimizing Scrum process prediction and
adaptation, and (4) developing the architecture of an Al
assistant to improve project management efficiency within
Scrum.

The application is being developed to enhance the
efficiency of sprint planning and will include the following
elements:

e interactivity and analytics (conversational dialo-
gue mechanism and analytics modules allow the Al assis-
tant to effectively collect and analyze data to optimize
processes and improve team communication);

o forecasting and planning (the representative
learning module and planning module use historical data
and current information to accurately forecast team velocity
and efficiently distribute tasks);

e resource and process optimization (the optimiza-
tion module implements improvements in processes based
on analytical data, helping to reduce resource and time
costs for project completion);

e strategic alignment and contextualization (product
vision, sprint goals, and backlog positioning provide the Al

assistant with the necessary context to adapt its actions
according to the strategic goals of the project).

The team velocity V , which represents the average
number of completed story points per sprint, is calculated
as follows:

1
S|

V=—1L, 1)
where S the set of all sprints;
L the total number of story points completed across

all sprints, taking into account whether each task is finished
(through the o function):

L=>"> points(t)- o(status(t),c) , 2
seS tel
where T, — set of all tasks in sprint s ;

t — represents the time required to complete task;

points(t) is a function representing the number of
story points assigned to task t ;

o — sigmoid function;

status(t) — a function that returns the status of task t
(e.g., completed, in progress, blocked);

Cis s an abbreviation of «completed».

Let's describe how the LSTM model can predict team
velocity based on the results of previous sprints. Suppose
there are V,,V,,...V,, representing the historical velocities
of the team for the past sprints from 1 to n, where each V,

is measured in story points completed per sprint.
Input data ( X ): Typically, these are sequences of his-

torical velocities, [V, ,,V, ,.;,...V,.,] where n represents

the number of time periods that the LSTM model needs to
consider. Output data (Y ) is the team velocity for the next

iteration V, , that needs to be predicted.

The LSTM model consists of three layers that regulate
the flow of information: the forget gate, the input gate, and
the output gate. Each of these layers uses different weights,
which the model learns during training. To describe the
LSTM model, it's essential to explain each of these layers
in detail. Forget gate f, :

f=ocW, -[h_,x]+b;), 3)

where W, — weights of the forget gate matrix;
b, — bias of the forget gate matrix;
h._, — previous input data;
X, — input data at time t ;

The input gate i, and candidate cell state CA[ are
defined as:

it:G(V\Ii'[h—llxi+bi])l (4)

C, = tanh(W, -[h_, % ]+b, , 5)

where W, ta W, — weights of the input gate matrix;
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b, Ta b. — biases of the respective layers.

This layer decides which new information will be
added to the cell state.
The old cell state C, is updated to the new cell state C,

he forgets gate f, determines what to retain from the old

state, while the input gate i, and candidate cell state C,
determine what to add:

A

C,=f-C_+i-C,. (6)

The output gate determines what the next hidden stat

(h,), should be, which is a filtered version of the cell state.

The hidden state h, is passed to the output and used for
prediction:

o, = tanh(W, -[h_;, X, +by ], (7
h, =0, -tanh(C,), (8)

where W, — weights of the output gate matrix;
b, — number of tests graded.

The input data for the LSTM can include various
features, such as the number of closed story points, changes
in team size, or any other relevant metrics from past sprints.
To create a scalable application and optimize deployment
and model training time, AWS was chosen as the cloud
platform [19]. To achieve good results, it is recommended
to deepen the neural network and perform training on

multiple GPUs, which AWS services easily facilitate.

The architecture of the assistant is shown in Fig. 1.

Amazon SageMaker will be used for deploying and
training the neural network.

Data storage will be provided by the Amazon S3
service. The Amazon CloudWatch service is used for
logging nearly all processes that occur between the user and
the neural network.

Amazon QuickSight can be used for building graphs
based on predictions and historical data. In the future, it
would be beneficial to develop a separate module for data
visualization.

User requests are processed using: (1) Amazon API
Gateway and (2) Amazon Lambda. These services are
designed to handle and execute user requests. Amazon
Lambda preprocesses the requests, sends them to the
SageMaker Endpoint for output, and processes the
responses.

The following services are classic choices for use in
high-load systems and are recommended to facilitate
system scaling: (1) Amazon Elastic Load Balancer, (2)
Amazon Identity and Access Management, (3) Amazon
Virtual Private Cloud, and (4) Amazon Simple Queue
Service. Amazon ELB distributes incoming requests to
available Lambda functions for processing. Amazon
Identity and Access Management ensures that only
authorized entities can access or interact with services
within the VPC. Amazon Virtual Private Cloud ensures that
all services are within a single virtual network for security
and performance. Lambda functions can enqueue messages

Vaidale
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Forward request
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ferecast Makes raquest
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Fig. 1. Architectural diagram of the Al assistant for predicting Scrum team velocity
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or data for processing and poll SQS for new messages or
data to process.

To model the system's behavior, a local LSTM net-
work was developed using the TensorFlow platform [20].
The network was trained on a dataset [21] of completed
projects. This dataset contains approximately 4,200 records
of project tasks, including the number of tasks, the number
of story points, and the assignees for each task. Additio-
nally, a test dataset, very similar to the Randula Koralage,
of 5,000 records was generated.

Dataset contains different csv files that contains the
vital information regarding tasks in sprints: Sprint ID;
Status; Assignee; Current story points.

Although, Randuala’s dataset contains more than
4000 records, not all of them can be used for the learning
process: many records have a zero value for the current
story points. For this case, we did not use those records.
That is one of a reason to generate our dataset with syntactic
data.

The training results of the model were as follows: (1)
Precision: 93 %, (2) Recall: 10 %, (3) F-score: 84 %.

Conclusions. The architecture of the Al-based
assistant, specifically using an LSTM network, has been
developed, trained, and deployed in the AWS cloud to
improve Scrum team velocity prediction. In the process of
investigating the interaction between the assistant and key
Scrum processes, the model’s potential for optimizing
sprint planning and predicting team performance was
analyzed. Specific sprint planning issues were identified
that can be addressed with Al, opening possibilities for
improving prediction accuracy and reducing uncertainty in
project management. Al technologies capable of enhancing
the efficiency of Scrum process prediction and adaptation
were explored, particularly in scenarios involving changing
requirements.

The developed architecture of the Al assistant
demonstrates the logical sequence of core services and their
role in improving project management. A locally deployed
test LSTM network with a similar architecture showed
promising results on a small dataset, confirming the
correctness of the model choice. Based on these outcomes,
the development of a flexible and scalable Al assistant for
predicting Scrum team velocity can now commence.

As a continuation of this work, the next phase will
involve deploying the trained LSTM model to the AWS
cloud to evaluate its performance in a production environ-
ment. This deployment will allow us to assess the computa-
tional costs associated with running the LSTM on cloud
infrastructure and explore potential areas for optimization.
By analyzing the resource consumption and cost dynamics,
we aim to identify algorithmic adjustments or model
optimizations that could improve cost efficiency without
compromising predictive accuracy.

This future work will address critical aspects of
scalability and operational viability, providing insights into
the economic feasibility of using LSTM network for real-
world SCRUM optimization.
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AlI-PIINEHHS VIS ONTUMI3AII SCRUM: TIPOITHO3YBAHHSA MPOJYKTUBHOCTI KOMAHIA

JlocnimkeHHs npencrasiisie po3poOKy, HABYaHHS Ta pO3TrOpTaHHs B XMapHOMY cepenosuii AWS Al-acucrenra, mo BukopuctoBye Mmepexy LSTM mist
ITiIBUIIEHHS] TOYHOCTI IPOrHO3yBaHHS MBUIKOCTI (velocity) komanmum Scrum. Y poGoTi 30cepemkeHO yBary Ha aHali3i B3aeMopii acHCTeHTa 3
KJIIOYOBUMHM TIpoIlecaMd  Scrum, MiAKPECTIOI0YM HOro TMOTEHI[ian A ONTHUMi3alil IUIAaHyBaHHS CIPUHTIB Ta TOKPALEHHS MPOTHO3YBAaHHS
MPOIYKTUBHOCTI KOMaHIH. Y XOJi JOCHi/PKeHHs OyJI0 BUSBIEHO KOHKPETHI IPOOJIEMH TUIaHYBaHHs CIIPUHTIB, SIKi MOYKHA BUPILIMTH 32 J0moMoroto Al-
pilleHb, IO BITKPHUBAE MOMKIMBOCTI [UIS ITiABUIIEHHS TOYHOCTI IPOTHO3IB 1 3HIKEHHS PIBHS HEBH3HAYEHOCTI B yIIPaBIIiHHI IPOEKTAMH. 3aI[POIIOHOBAaHA
apxiTekTypa BiJoOpa)ka€ JOTIYHY IOCITIJOBHICTh IHTETPOBAHUX CEPBICIB, SKi CHUIBHO CHPHSAIOTH MiJBUIIEHHIO €(QEKTHBHOCTI mpoieciB Scrum.
TlowaTkoBe TecTyBaHHS JOKAIBHO po3ropHyToi Mepexxi LSTM Ha HeBenukoMy HaOOpi JaHUX MIATBEPAMIO AOLIIBHICTE 00paHOT MOz Ta 11 3AaTHICTh
3a0e3reuyBaTi TOYHE NPOTHO3YBAHHS MPOAYKTHBHOCTI. L{i pe3ynpTaTi CTBOPIOIOTH OCHOBY IS IOJANBINO] po3poOKH MacmTaboBaHoro Al-acucTenra,
3JIaTHOTO MiATPUMYBATH SCrum-KOMaHI¥ B TUHAMIYHAX YMOBAX 3i 3MiHHUMHU BUMOramH. Lle TocimimKeHHs i IKpECIIoe TOUUIbHICTh 3acTocyBaHHs Al-
TEXHOJIOTIH, 30kpema Mepexx LSTM, s ontuMizanii Scrum. Pe3ynbrat 1eMOHCTPYIOTh 3HAUHUIA MTOTEHIIAN Y BIOCKOHAJICHHI TJIaHyBaHHS CIIPUHTIB,
3MEHIIECHHI HeBU3HAYCHOCTI Ta MATPUMIII aIaITHBHUX CTPATEriil yIPaBIiHHA NIPOEKTaMH. 3aIIaHOBaHi KPOKH IIOJI0 XMapHOTO PO3rOPTAHHS Ta OLIHKA
MPOAYKTUBHOCTI HAaAyTh IPAKTUYHI BHCHOBKH III010 EKOHOMIYHOI Ta ONepariiifHoi JOIIIbHOCTI iHTEerpanii iHcTpyMeHTiB Al-TpOrHO3yBaHHS B peaibHi
Scrum-cepenoumia. [Toganeimi KocmipKeHHsT OyayTh 30CepeLKeH] Ha po3ropTanHi HaBueHoi Moaeni LSTM y npomuciioBomy cepenoBuii AWS st
OLIIHKY il MPaKTHYHOI IPOAYKTHBHOCTI, MacIITAOOBAHOCTI Ta onepaniifHux BUTpat. Ha poMy erarri miiaHyeThesl 1eTalIbHIH MOHITOPHHT BUKOPUCTaHHS
00YHCITIOBATIBHUX PECYPCIB 1 aHaNi3 BUTPAT JUIsl BUSIBICHHS MOXIIMBOCTEH ONTHMI3allii. Y I0CKOHAICHHS alrOPUTMIYHUX KOMIIOHEHTIB 1 i JBUIIICHHS
e(eKTUBHOCTI MOJIENI CIIPSIMOBAHI Ha 3HW)KEHHS BUTPAT IPH 30€pekeHHI BUCOKOT TOYHOCTI MPOTHO3YBaHHS.

Kurouosi ciioBa: indopmariiina cucrema, IT-nipoekt, Agile, Scrum, mBuaKicTs KOMaH/IM, IITYYHUN IHTENEKT, JOBra KOPOTKOYACHA [aM’sITh,
cnpuHT, AWS.
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INTEGRATION OF HETEROGENEOUS DATA USING ARTIFICIAL INTELLIGENCE METHODS

Modern Al development and multimodal data analysis methods are gaining critical importance due to their ability to integrate information from diverse
sources, including text, audio, sensor signals, and images. Such integration enables systems to form a richer and more context-aware understanding of
complex environments, which is essential for domains such as healthcare diagnostics, adaptive education technologies, intelligent security systems,
autonomous robotics, and various forms of human-computer interaction. Multimodal approaches also enable Al models to compensate for the limitations
inherent in individual modalities, thereby enhancing robustness and resilience to noise or incomplete data. The study employs theoretical analysis of
scientific literature, comparative classification of multimodal architectures, systematization of fusion techniques, and formal generalization of model
design principles. Additionally, attention is given to evaluating emerging paradigms powered by large-scale foundation models and transformer-based
architectures. The primary methods and models for processing multimodal data are summarized, covering both classical and state-of-the-art approaches.
Architectures of early (feature-level), late (decision-level), and hybrid (intermediate) fusion are described and compared in terms of flexibility,
computational complexity, interpretability, and accuracy. Emerging solutions based on large multimodal transformer models, contrastive learning, and
unified embedding spaces are also analyzed. Special attention is paid to cross-modal attention mechanisms that enable dynamic weighting of modalities
depending on task context. The study determines that multimodal systems achieve significantly higher accuracy, stability, and semantic coherence in
classification, detection, and interpretation tasks when modalities are properly synchronized and fused using adaptive strategies. These findings
underscore the promise of further research toward scalable architectures capable of real-time multimodal reasoning, improved cross-modal transfer, and

context-aware attention mechanisms.

Keywords: multimodality, artificial intelligence, emotion classification, fusion architectures, audio-video-text processing, transformers, cross-

modal attention.

Introduction. In today's IT environment, there has
been a sharp increase in the volume of different types of
data—text messages, audio, and video streams—coming from
web services, sensors, and social media. Multimodal
approaches, inspired by the human ability to perceive
different channels of information simultaneously, allow us
to build models with a deeper understanding of context [1].
The fusion of information from multiple modalities. It
enables the creation of more robust and informative
systems: in particular, recent studies have demonstrated
that multimodal models significantly outperform single-
channel approaches in various tasks, ranging from question
answering to medical diagnosis [2]. For example, in the
field of cybersecurity and information reliability, it has
been demonstrated that fake news often incorporates
combined media elements to manipulate readers'
perceptions [3]. This fact underscores the need for tools that
can simultaneously analyze text descriptions and
accompanying visual/audio materials.

The availability of heterogeneous multimodal data
plays a key role in the development of IT and Al. On the
one hand, modern machine learning architectures can
flexibly process different data formats, and in theory, this
opens up new opportunities for intelligent applications. On
the other hand, this approach enables artificial intelligence
systems to approximate the human way of perceiving
reality—a person simultaneously analyzes visual images,
sound signals, and verbal information. As the researchers
emphasize, integrating information from multiple
modalities is sometimes the only way to solve the problem
of object recognition or semantic interpretation fully.

As researchers point out, integrating information from
multiple modalities is sometimes the only way to fully
solve the task of object recognition or semantic
interpretation of scenes [4, 5]. For example, when detecting
false information, matching the text content with the image
is critically important — discrepancies between modalities
alone can be a sign of manipulation [6]. Thus, the
processing and combination of text, sound, and images are
integral parts of modern Al research, significantly
improving the quality of analytical and diagnostic systems.

Current challenges and trends. Recent global events
have significantly increased the need for multimodal
solutions. First, the COVID-19 pandemic has accelerated
the transition to remote work and learning, with video
conferencing and online platforms becoming the primary
channels of communication. Interactive environments
require systems that can simultaneously process video,
audio, and text streams. As observers note, interaction in
distance learning is inextricably linked to multimodal
interfaces. Secondly, large-scale crises are accompanied by
an avalanche of information from social networks and the
media. In such conditions, disinformation is often spread
using synchronized multimedia content [7, 8]. On the other
hand, the development of autonomous systems—from
driverless cars to robots—involves combining different
types of sensor data (such as cameras, LIDAR, radar, and
microphones) to achieve a comprehensive understanding of
the environment. Reviews in the field of auto-recognition
emphasize that a multimodal sensor fusion system-the
merging of data from cameras, LIDAR, and radars-sig-
nificantly increases the reliability of detecting moving
objects [9].
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Traditional and modern multimodal processing
methods. We should not forget about the rapid growth of
multimedia content on social networks, where a combined
analysis of images, audio, and text plays a crucial role,
making multimodal technologies particularly in demand
across all areas of information technology. Degree of
research. Due to these requirements, numerous scientific
reviews have been devoted to multimodal machine learning
in recent years. For example, article [10] provides a
thorough overview of modern methods of multimodal
learning, their architectures, and key areas of application.
In the field of biomedicine [11], there is a growing interest
in combining visual images (such as CT and MRI) with
clinical information to enhance diagnostic systems [12, 13].
New multimodal fusion algorithms are being intensively
developed, particularly based on transformers with cross-
attention mechanisms—they exhibit high accuracy but face
scalability issues when combining more than two
modalities. Recognition and classification tasks are being
actively researched [14]: for example, detecting fake news
using multimodal methods and recognizing emotions from
facial images and speech intonations.

A review [15] shows a sharp increase in the number
of publications in the field of multimodal disinformation
since spring 2020. However, it also notes serious gaps,
including the lack of a single agreed-upon terminology and
methodology, as well as the absence of interdisciplinary
research and international communities working at the
intersection of computer science, linguistics, and political
science. Technical problems include the synchronization of
heterogeneous data and the high computational costs of
deep learning algorithms. In general, it can be stated that
the field of multimodal analysis is in a phase of active
growth: some areas, such as visual-text models and large
language-vision transformers, are currently in the spotlight,
while others, such as the simultaneous analysis of more
than three modalities and real-time processing of short
videos, still require new solutions.
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Fig. 1. Diagram of early, late fusion

For a clearer understanding of the principles of
multimodal system construction, it is helpful to consider
typical diagrams of the two main approaches to data fusion:
early and late fusion. Above are structured illustrations of
each option for integrating features.

Fig. 1 presents the key architectural differences
between the approaches, including the point of feature

merging, the level of interaction between modalities, and
the location of decision-making. The choice of fusion
strategy determines both the accuracy of the model and its
resistance to the loss or distortion of individual modalities.

First, there is a fundamental difference in structure,
scale, and temporal nature between different types of data:
text, audio, and visual. This complicates the construction of
a unified representation that would preserve the significant
features of each modality without losing semantics.
Formally, the process of combining modalities can be
represented as a function;

h = f(Xtext' Xaudio’ Xvideo) (1)

where X, X X, — are the feature vectors of the

corresponding modalities, and f is the fusion function.

The choice of this function determines the system's
architecture, but there is currently no universal approach
suitable for all tasks.

Second, most modern models are limited to two
modalities, while real data is often more complex [16].
Merging more than two sources of information leads to an
exponential increase in computational costs, which creates
significant technical difficulties when deploying such
systems in practical conditions.

Third, the research community still lacks agreed-upon
standards for selecting test sets, evaluation methods, and
architectural design. This complicates the comparison of
results and hinders progress in the development of
generalized solutions [17]. The purpose of this article is to
systematize scientific results related to methods of
processing and integrating multimodal data using artificial
intelligence. Such a review enables us to identify key
architectural solutions, assess the effectiveness of
fundamental approaches, and suggest directions for future
research in this dynamic field.

The material is structured according to the principle
of gradual detailing: first, the basic methods of
representation and fusion of modalities are analyzed; then,
modern software frameworks and application systems are
considered; and finally, generalizations, limitations, and
prospects for the development of a multimodal approach
are formulated.

Main problems of multimodal systems:

e Noise and data interference. In real recordings,
individual modalities can be significantly noisy.
Background sounds, artifacts in images, and other factors
complicate the accurate integration of data.

e Lack of synchronization. Different modalities
often have their own time scales and frequencies, so their
temporal alignment is non-trivial.

e Incomplete data. In many cases, some modalities
are missing from the data, which worsens the results of
typical models.

e Heterogeneity and incompatibility of modalities.
Data from different sources have fundamentally different
formats and dimensions, which requires special integration
mechanisms.

e Scaling complexity. As the number of modalities
increases, the complexity of the model and the amount of

audio ! video
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necessary computations grow exponentially, complicating
training and inference.

e Lack of open datasets. There is a shortage of high-
quality multimodal datasets, particularly those containing
authentic emotional and medical data. This limits the
possibilities for researchers. As noted in the K-EmoPhone
study, there is still a lack of open datasets collected in real-
world conditions with labels for emotions and cognitive
states.

Shortcomings of current approaches. Reviews and
experimental  results indicate  several  systemic
shortcomings in current multimodal approaches. First, the
large number of modalities complicates the construction of
a generalized representation. As noted in the study [18],
multimodal systems present unique challenges due to the
heterogeneity of data sources and the interrelationships
between modalities.

Criteria for comparison. This results in a significant
increase in the number of model parameters and the training
data requirements.

Second, most modern models are difficult to adapt to
incomplete or missing modalities: in the absence of one of
the channels, performance suffers significantly.

Third, the results of multimodal models are often
difficult to interpret. As noted in article [19], the use of NLP
and ML enables the extraction of additional information
from different modalities. However, in real-world
conditions, the task remains far from trivial, requiring
significant data preprocessing, and the results should be
interpreted with caution.

Finally, due to the high complexity of multimodal
model systems, a vast number of training examples and
computing resources are required. As the same researchers
point out, further research is needed before these methods
can be implemented at scale, indicating a dependence on
large datasets and lengthy training.

Summary of disadvantages:

e Complexity of models in the presence of multiple
modalities. Exponential growth of parameters.

¢ Vulnerability to missing or noisy data.

e Decreased accuracy with incomplete modalities.

e Low interpretability of results. Opacity of
multimodal models.

e High demand for large training samples and
computing resources.

e Complexity of coordinating and synchronizing
heterogeneous data.

e Insufficiency of open multimodal
especially with real-world scenarios.

A typical pipeline for multimodal emotion analysis:

1. Data collection. Create or utilize existing
multimodal emotion datasets (audio, video, and text). For
example, the RAVDESS dataset contains simultaneous
audio and video recordings of actors expressing different
emotions.

Data can be collected in a studio equipped with
specialized equipment to ensure signal quality; for
example, sound is recorded in a soundproof booth with
background noise eliminated. Transcripts are usually

datasets,

obtained using automatic speech recognition (ASR) or
manually.

2. Modality-specific preprocessing. At this stage,
signals in each channel are cleaned up. Audio files are
noise-cancelled, and inactive sections are cut out; the
volume is then normalized.

Video frames are adjusted for lighting, face and/or
gesture detection is performed, and irrelevant areas are
cropped. The text is cleaned of punctuation, dialects, and
redundant stop words, and then tokenized. For example, the
RAVDESS dataset mentioned above was recorded in a
professional studio to minimize noise.

3. Feature extraction. Numerical vectors are
extracted from the prepared signals. For audio, these can
include spectral features such as MFCC and energy
coefficients in frequency bands.

For facial images, convolutional neural networks
(CNNs) are commonly used: each frame is passed through
a network (e.g., ResNet) and high-level output features are
extracted. Body gestures are described by sets of joint
coordinates, known as posture features. Text data is
converted into word vectors: contextual embeddings (e.g.,
BERT/GPT) are used, or features are extracted using
sequential models.

4. Alignment and synchronization. Since the
temporal structure of features is different, they need to be
aligned in terms of temporal context. Alignment methods
are used, for example, such as joint framing of audio and
video streams or aligning audio with text along lexical
boundaries.

As an example, in their research, the authors divide
the audio into segments based on the time of appearance of
each word and linguistic boundaries, resulting in an aligned
audio-text pair. This ensures that features from different
modalities correspond to the same semantic segment.

5. Fusion module. After synchronization, features
from all modalities are combined for further training. There
are two types of fusion: early (feature-level) and late
(decision-level). In early fusion, feature vectors are
concatenated into a single, common vector; however, direct
concatenation may not account for differences in size and
framing.

In late fusion, each channel is processed separately,
and then its predictions are combined. There are also hybrid
architectures, such as partial fusion at an intermediate stage
in deep networks.

6. Classifier. The fused features are fed into a
classifier, such as a multilayer perceptron with a softmax
shift at the output.

In training, the loss function is minimized, for
example, by reducing the cross-entropy between the
predicted and actual labels. Sometimes recurrent networks
(LSTM) or SVM/Random Forest are used for final
classification, depending on the approach.

7. Output. The final result is an emotion prediction.
This is usually either a categorical label (e.g., “happiness,”
“sadness,” “anger”) or a probability distribution across
several emotional categories (softmax state).

The final label is selected as the one with the
maximum probability.
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Fig. 2. Typical block diagram of the architecture of a multimodal
emotion recognition system

Fig. 2 schematically illustrates a typical pipeline of a
multimodal system: three input modalities pass through
separate processing blocks, their features are then merged,
and finally, the classifier outputs an emotion prediction.

Practical implementation considerations. Emotio-
nal classification based on multimodal data involves integ-
rating information from different modalities—text, audio,
and video [20]. The proposed approaches differ in their
fusion strategies (early, late, or hybrid) and their ability to
process certain types of data.

Table 1 presents a comparative overview of leading
transformer-based multimodal models focused on emotion
analysis or related tasks. For each model, the modalities
involved, the type of feature fusion, the achieved accuracy
values (F1 or Accuracy based on available data), key
architectural features, and limitations are indicated.

Table 1 — Key features and performance of modern multimodal
models for emotional classification tasks

Model Name Modal Fusion Accuracy
Adapted Text + Audio / Hybrid 84.2 %
Multimod Video (Layer-

BERT (AMB) wise)
Flamingo Image / Video + | Hybrid 78.3 %
Text (attention)
SpeechT5 Text + Audio Hybrid 76.5 %
(encod) WER
MMBT Text + Image Early 924 %
Video BERT | Text + Video Mixed 52.1 %

The Accuracy column lists the Accuracy results
according to the best available data; Features and
Limitations describe the architectural approaches and
limitations of the models.

Analysis shows that hybrid architectures, which
combine modality-specific processing and joint training,
such as MultimodalBERT or SpeechT5, yield the most
balanced results in terms of accuracy and flexibility. In
contrast, high-accuracy models such as MMBT are less
versatile and require separate processing of input features.
This highlights the typical trade-off between efficiency,
scalability, and versatility in multimodal approaches.

To visually compare the effectiveness of different
multimodal architectures, an accuracy chart was const-
ructed based on publicly available model test results on
relevant tasks.

As shown in Fig. 3, the MMBT model, which employs
projective fusion of visual and textual features, achieves the
highest accuracy, yielding a result of 91.2 % on the meme
classification task. The AMB model with a Hybrid
architecture also demonstrates high performance in
multimodal emotion classification, achieving an accuracy
of 84.2 % on the CMU-MOSEI dataset.

100-
9L%

40

o-

. v ' . 0
AME Flamingo SpeechTS MMBT VideoBERT

Fig. 3. Accuracy of different multimodal models on test tasks

In contrast, general-purpose architectures such as
VideoBERT, Flamingo, and SpeechT5 are less accurate,
partly because they are designed for general multimodal
tasks rather than specialized emotional scenarios. The
results obtained emphasize the importance of adapting
fusion mechanisms to the nature of the input data and the
target task.

Conclusions. This article provides a systematic
review of methods for processing and integrating audio,
video, and text data using artificial intelligence. It has been
established that multimodal systems demonstrate a
significant increase in the accuracy of classification and
information interpretation compared to single-channel
approaches, provided that the modalities are properly
synchronized and relevant features are identified.

The main integration architectures (early, late, and
hybrid fusion) are described, and a comparative analysis of
their properties is performed. The scientific novelty of the
work lies in its comprehensive systematization of archi-
tectures. It employs multimodal analysis, which considers
current trends in large-scale pre-trained transformer models
with cross-modal attention mechanisms. Conceptual
schemes for adaptive data fusion are proposed, which
highlight registers of modality-specific features and
combine them, taking into account cross-modal relevance.

The practical value lies in the formulation of
recommendations for designing robust multimodal systems
across various application domains, taking into account
their accuracy and adaptability.

The limitations of the current analysis include its
focus on three primary modalities (audio, video, and text),
as well as the requirement for substantial amounts of
annotated data and computational resources for model
training. The asynchrony and heterogeneity of input signals
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complicate the direct combination of features, requiring
specific preprocessing and synchronization methods.
Further research should focus on developing hybrid
multimodal models with dynamic adaptation of fusion
schemes and cross-modal attention mechanisms, as well as
on experimentally testing their effectiveness in real-world
tasks.

10.

11.

12.

13.

14.

15.

16.

References

Yuan Y., Li Z., Zhao B. A Survey of Multimodal Learning: Methods,
Applications, and Future. ACM Computing Surveys. 2025. Vol. 57,
no. 7. P. 1-34. DOI: 10.1145/3713070.

Golovanevsky M., Schiller E., Nair A., Han E., Singh R., Eickhoff C.
One-Versus-Others Attention: Scalable Multimodal Integration for
Biomedical Data. Pacific Symposium on Biocomputing 2025:
Biocomputing 2025. Kohala Coast, Hawaii, USA: WORLD
SCIENTIFIC, 2024. P. 580-593. DOL:
10.1142/9789819807024_0041.

Xue J., Wang Y., Tian Y., Li Y., Shi L., Wei L. Detecting fake news
by exploring the consistency of multimodal data. Information
Processing & Management. 2021. Vol. 58, no. 5. P. 102610-102624.
DOI: 10.1016/j.ipm.2021.102610.

Xie Y., Yang L., Zhang M., Chen S., Li J. A Review of Multimodal
Interaction in Remote Education: Technologies, Applications, and
Challenges. Applied Sciences. 2025. Vol. 15, no. 7. P. 3937-3964.
DOI: 10.3390/app15073937.

Wilson A., Wilkes S., Teramoto Y., Hale S. Multimodal analysis of
disinformation and misinformation. Royal Society Open Science.
2023. Vol. 10, no. 12. P. 230964-230989. DOI: 10.1098/rs0s.230964.
Alaba S. Y., Gurbuz A. C., Ball J. E. Emerging Trends in Autonomous
Vehicle Perception: Multimodal Fusion for 3D Object Detection.
World Electric Vehicle Journal. 2024. Vol. 15, no. 1. P. 20-30. DOI:
10.3390/wevj15010020.

Warner E., Lee J., Hsu W., Syeda-Mahmood T., Kahn C. E., Gevaert
O., Rao A. Multimodal Machine Learning in Image-Based and
Clinical Biomedicine: Survey and Prospects // International Journal
of Computer Vision. 2024. Vol. 132, no. 9. P. 3753-3769. DOI:
10.1007/s11263-024-02032-8.

Lian H., Lu C., Li S., Zhao Y., Tang C., Zong Y. A Survey of Deep
Learning-Based Multimodal Emotion Recognition: Speech, Text, and
Face. Entropy. 2023. Vol. 25, no. 10. P. 1440-1473. DOI:
10.3390/e25101440.

Khan M., Tran P.-N., Pham N. T., El Saddik A., Othmani A.
MemoCMT: multimodal emotion recognition using cross-modal
transformer-based feature fusion. Scientific Reports. 2025. Vol. 15,
no. 1. P. 5473-5486. DOI: 10.1038/s41598-025-89202-x.
Udahemuka G., Djouani K., Kurien A. M. Multimodal Emotion
Recognition Using Visual, Vocal and Physiological Signals: A
Review. Applied Sciences. 2024. Vol. 14, no. 17. P. 8071-8115. DOI:
10.3390/app14178071.

Caschera M. C., Grifoni P., Ferri F. Emotion Classification from
Speech and Text in Videos Using a Multimodal Approach.
Multimodal Technologies and Interaction. 2022. Vol. 6, no. 4. P. 28—
54. DOI: 10.3390/mti6040028.

Tsai Y. H., Bai S, Liang P. P., Kolter J. Z., Morency L. P.,
Salakhutdinov R. Multimodal Transformer for Unaligned Multimodal
Language Sequences. Proceedings of the 57th Annual Meeting of the
Association for Computational Linguistics. Florence, Italy:
Association for Computational Linguistics, 2019. P. 6558-6569.
DOI: 10.18653/v1/P19-1656.

Farhadizadeh M., Weymann M., BlaB M., Kraus J., Gundler C.,
Walter S., Hempen N., Binder H., Binder N. A Systematic Review of
Challenges and Proposed Solutions in Modeling Multimodal Data.
arXiv. 2025. DOI: 10.48550/ARXIV.2505.06945.

Wu Y., Zhang S., Li P. Multi-modal emotion recognition in
conversation based on prompt learning with text-audio fusion
features. Scientific Reports. 2025. Vol. 15, no. 1. P. 8855-8888. DOI:
10.1038/s41598-025-89758-8.

Das A, Sarma M. S., Hoque M. M., Siddique N., Dewan M. A. A.
AVaTER: Fusing Audio, Visual, and Textual Modalities Using
Cross-Modal Attention for Emotion Recognition. Sensors. 2024.
Vol. 24, no. 18. P. 5862-5886. DOI: 10.3390/524185862.

Xu P., Zhu X., Clifton D. A. Multimodal Learning with Transformers:
A Survey. arXiv. 2023. DOI: 10.48550/arXiv.2206.06488.

17.

18.

19.

20.

10

11

~

12.

13.

14.

Alayrac J. B., Donahue J., Luc P., Miech A., Barr L Ta in. A Visual
Language Model for Few-Shot Learning. arXiv. 2022. DOI:
10.48550/ARXIV.2204.14198.

Sun C., Myers A., Vondrick C., Murphy K., Schmid C. VideoBERT:
A Joint Model for Video and Language Representation Learning.
arXiv. 2019. DOI: 10.48550/ARXI1V.1904.01766.

Sun Z., Lin M., Zhu Q., Xie Q., Wang F., Lu Z., Peng Y. A scoping
review on multimodal deep learning in biomedical images and texts.
Journal of Biomedical Informatics. 2023. Vol. 146. P. 104482—
104502. DOI: 10.1016/j.jbi.2023.104482.

Kaczmarczyk R., Wilhelm T. 1., Martin R., Roos J. Evaluating
multimodal Al in medical diagnostics. Digital Medicine. 2024.
Vol. 7, no. 1. P. 205-210. DOI: 10.1038/s41746-024-01208-3.

References (transliterated)

Yuan Y., Li Z., Zhao B. A Survey of Multimodal Learning: Methods,
Applications, and Future. ACM Computing Surveys. 2025. Vol. 57,
no. 7, pp. 1-34. DOI: 10.1145/3713070.

Golovanevsky M., Schiller E., Nair A., Han E., Singh R., Eickhoff C.
One-Versus-Others Attention: Scalable Multimodal Integration for
Biomedical Data. Pacific Symposium on Biocomputing 2025:
Biocomputing 2025. Kohala Coast, Hawaii, USA: WORLD
SCIENTIFIC, 2024, pp. 580-593. DOl:
10.1142/9789819807024_0041.

Xue J., Wang Y., Tian Y., Li Y., Shi L., Wei L. Detecting fake news
by exploring the consistency of multimodal data. Information
Processing & Management. 2021, vol. 58, no. 5, pp. 102610-102624.
DOI: 10.1016/j.ipm.2021.102610.

Xie Y., Yang L., Zhang M., Chen S., Li J. A Review of Multimodal
Interaction in Remote Education: Technologies, Applications, and
Challenges. Applied Sciences. 2025, vol. 15, no. 7, pp. 3937-3964.
DOI: 10.3390/app15073937.

Wilson A., Wilkes S., Teramoto Y., Hale S. Multimodal analysis of
disinformation and misinformation. Royal Society Open Science.
2023, wvol. 10, no. 12, pp. 230964-230989. DOI:
10.1098/rs0s.230964.

AlabaS. Y., Gurbuz A. C., Ball J. E. Emerging Trends in Autonomous
Vehicle Perception: Multimodal Fusion for 3D Object Detection.
World Electric Vehicle Journal. 2024, vol. 15, no. 1, pp. 20-30. DOI:
10.3390/wevj15010020.

Warner E., Lee J., Hsu W., Syeda-Mahmood T., Kahn C. E., Gevaert
0., Rao A. Multimodal Machine Learning in Image-Based and
Clinical Biomedicine: Survey and Prospects. International Journal of
Computer Vision. 2024, vol. 132, no. 9, pp. 3753-3769. DOI:
10.1007/s11263-024-02032-8.

Lian H., Lu C., Li S., Zhao Y., Tang C., Zong Y. A Survey of Deep
Learning-Based Multimodal Emotion Recognition: Speech, Text, and
Face. Entropy. 2023, vol. 25, no. 10, pp. 1440-1473. DOI:
10.3390/e25101440.

Khan M., Tran P.-N., Pham N. T., El Saddik A., Othmani A.
MemoCMT: multimodal emotion recognition using cross-modal
transformer-based feature fusion. Scientific Reports. 2025, vol. 15,
no. 1, pp. 5473-5486. DOI: 10.1038/541598-025-89202-x.
Udahemuka G., Djouani K., Kurien A. M. Multimodal Emotion
Recognition Using Visual, Vocal and Physiological Signals: A
Review. Applied Sciences. 2024, vol. 14, no. 17, pp. 8071-8115. DOI:
10.3390/app14178071.

Caschera M. C., Grifoni P., Ferri F. Emotion Classification from
Speech and Text in Videos Using a Multimodal Approach.
Multimodal Technologies and Interaction. 2022, vol. 6, no. 4, pp. 28—
54. DOI: 10.3390/mti6040028.

Tsai Y. H., Bai S., Liang P. P., Kolter J. Z., Morency L. P.,
Salakhutdinov R. Multimodal Transformer for Unaligned Multimodal
Language Sequences. Proceedings of the 57th Annual Meeting of the
Association for Computational Linguistics. Florence, Italy:
Association for Computational Linguistics, 2019, pp. 6558-6569.
DOI: 10.18653/v1/P19-1656.

Farhadizadeh M., Weymann M., BlaR M., Kraus J., Gundler C.,
Walter S., Hempen N., Binder H., Binder N. A Systematic Review of
Challenges and Proposed Solutions in Modeling Multimodal Data.
arXiv. 2025. DOI: 10.48550/ARXI1V.2505.06945.

Wu Y., Zhang S., Li P. Multi-modal emotion recognition in
conversation based on prompt learning with text-audio fusion
features. Scientific Reports. 2025, vol. 15, no. 1, pp. 8855-8888. DOI:
10.1038/541598-025-89758-8.

94

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii
ananiz, ynpaguinus ma ingopmayiini mexnoaoeii, Ne 2 (14) 2025



ISSN 2079-0023 (print), ISSN 2410-2857 (online)

15. Das A., Sarma M. S., Hogue M. M., Siddique N., Dewan M. A. A. 19. Sun Z,, Lin M., Zhu Q., Xie Q., Wang F., Lu Z., Peng Y. A scoping

AVaTER: Fusing Audio, Visual, and Textual Modalities Using review on multimodal deep learning in biomedical images and texts.
Cross-Modal Attention for Emotion Recognition. Sensors. 2024, Journal of Biomedical Informatics. 2023, vol. 146, pp. 104482—
vol. 24, no. 18, pp. 5862-5886. DOI: 10.3390/s24185862. 104502. DOI: 10.1016/j.jbi.2023.104482.
16. XuP., Zhu X., Clifton D. A. Multimodal Learning with Transformers: ~ 20. Kaczmarczyk R., Wilhelm T. I, Martin R., Roos J. Evaluating
A Survey. arXiv. 2023. DOI: 10.48550/arXiv.2206.06488. multimodal Al in medical diagnostics. Digital Medicine. 2024, vol. 7,
17. Alayrac J. B., Donahue J., Luc P., Miech A., Barr 1. ta in. A Visual no. 1, pp. 205-210. DOI: 10.1038/s41746-024-01208-3.
Language Model for Few-Shot Learning. arXiv. 2022. DOI:
10.48550/ARXI1V.2204.14198. Received 15.11.2025

18. Sun C., Myers A., Vondrick C., Murphy K., Schmid C. VideoBERT:
A Joint Model for Video and Language Representation Learning.
arXiv. 2019. DOI: 10.48550/ARX1V.1904.01766.

VIIK 004.62

O. B. JKEPEBEIIbKHH, acnipant xadenpu Cuctem mrydroro intenexty, HamionansHoro yrisepcutery «JIbBiBebKa
nosirexuika», M. JIbBiB, Ykpaina; e-mail: oleh.v.zherebetskyi@Ipnu.ua; ORCID: https://orcid.org / 0009-0004-6259-7065
0. A. BACHCTHIOK, xaununar texaignux Hayk (PhD), crapumii Buknanay kadeapu CHCTEM IITYYHOTO iHTEIEKTY,
HarionansHoro yHiBepcutety «JIbBiBChbKa mosiTexHikay, M. JIbBiB, Ykpaina; e-mail: oleh.a.basystiuk@Ipnu.ua; ORCID:
https://orcid.org /0000-0003-0064-6584

KOMIIVIEKCYBAHHSA PI3BHOTHUIIOBUX JTAHUX 3ACOBAMM HITYYHOT' O IHTEJIEKTY

VY cyuacHiif po3poOIi ITYyIHOTO iHTEIEKTY METOOH MYJIETHMOJAIBHOTO aHali3y JaHUX HaOyBalOTh KPUTUYHOTO 3HA4YCHHS 3aBJSIKH CBOIH 31aTHOCTI
iHTerpyBaTH iH(pOpPMaLilo 3 Pi3HHUX JUKepelN, BKIIOYAIOYHM TEKCT, ay[io, CHTHAM JaT4HKiB Ta 300pakeHHs. Taka iHTerpamist TO3BOJSE CHCTEMaM
(hopMyBaTH OaraTiie Ta KOHTEKCTHO-3aJIEKHE PO3YMIHHS CKJIAAHUX CEPEAOBHILL, 1110 € BAXIMBUM JUIS TAKUX Ialy3ei, K {iarHOCTUKA OXOPOHH 3710POB 5,
aJIalTHBHI OCBITHI TEXHOJOT], IHTENEKTyalbHI CHCTEMH Oe3IeKH, aBTOHOMHA POOOTOTeXHiKa Ta pi3Hi (OpMH B3a€MOJIl JIOJUHH 3 KOMII IOTEPOM.
MynbTHMOZAIIBHI MIAX0H TAKOXK JO3BOJIIOTH MozersiM LI1I koMneHcyBaT 0OMEXEHHS, BITACTHBI OKPEMHM MOAAIBHOCTSIM, THUM CaMUM ITiABUITYIOYH
CTIHKICTD Ta CTIHKICTD [0 HIyMy a00 HEMOBHHX HaHHX. Y JOCHIIKEHHI BUKOPHCTOBYETHCS TEOPETHYHHIA aHAJI3 HAYKOBOI JiTepaTypH, HOPiBHLIbHA
KIacu(iKaIis MyIbTHMOJAIBHIX apXiTEeKTyp, CHCTEMATH3allis METOAIB 00’ €THaHHS Ta ()OpMasIbHE y3arajJbHEHHS IIPUHIMIIB IPOSKTYBaHHS MOJIEIICH.
KpiM Toro, yBara npuIisIsI€THCSI OL[HIII HOBHX ITapaJurM, o 0a3yIoThCs Ha BEIMKOMACIITAOHNX (DyHIaMEHTaJbHIX MOJEIIIX Ta apXiTEeKTypax Ha OCHOBI
TpaHc(hOpMaTOpiB. Y3araipHEHO OCHOBHI METOIH Ta MOAETi 0OPOOKH MyJIbTHMOJAIBHUX JaHHX, [IO0 OXOIUIIOIOTH K KIACH4Hi, Tak i HaWcydacHimmi
iIX0M. ApXIiTEeKTYpH paHHBOTO (Ha PiBHI 03HAK), Mi3HBOTO (HAa PiBHI pillleHb) Ta riOpHAHOrO (IPOMDKHOT0) 00’ € THAHHS OIMCaHI Ta MOPIBHSHI 3 TOUKH
30py THYYKOCTi, OOYMCIIIOBAJIbHOI CKJIAJHOCTI, IHTEpPIPETOBAHOCTI Ta TOYHOCTI. TakoX aHAN3yOThCS HOBI PILICHHS, 3aCHOBAaHI Ha BEIHMKHX
MYJIBTUMOIATEHHAX TPAHC(HOPMATOPHUX MOJIEIISIX, KOHTPACTHOMY HaBYaHHI Ta yHi(ikoBaHHX HpocTopax BOymoByBaHH:. OcobrBa yBara MpHIUISETHCS
MeXaHi3MaM KpOc-MOJAIBHOI yBaru, sIKi JO3BOJSIIOTH AWHAMIYHE 3BaXKyBaHHS MOJAIBHOCTEH 3aJieXKHO BiJ KOHTEKCTY 3aBHaHHS. JlocimimkeHHsS
BH3HAYAE, [0 MYJIbTHMOJANIbHI CHCTEMH JOCSTal0Th 3HAYHO BUIO] TOYHOCTI, CTaOIIBHOCTI Ta CEeMaHTHYHOI Y3TOKEHOCTI B 3aBIAaHHX Kiacuikarii,
BHSIBJICHHS Ta IHTEpIpeTallii, KOJIM MOJAJIbHOCTI HAJIEKHUM YHHOM CHHXPOHI30BaHi Ta 00’ €JHaHI 3a JOIOMOT 00 aIaliTUBHUX cTparerii. Lli pesynbraTtn
I IKPECITIOI0Th MEePCIEKTUBHICTh MOJANBIINX JOCITIIKCHb Y HANPSIMKY MacIITA0OBaHHUX apXiTEKTyp, 3[aTHHUX A0 MYJIbTUMOJAILHOTO MHCICHHS B
pearsHOMY Yaci, ITIOKPAIEHOT0 KPOC-MOIAIBHOTO TIEPEHECEHHS Ta KOHTEKCTHO-3aJISKHUX MEXaHI3MIB yBaru.

KurouoBi cioBa: MyJIbTUMOJANBHICTD, INTYYHHH IHTENEKT, eMoliliHa kiacudikaiis, ¢’rokH-apXiTeKTypH, oOpoOKa ayaio-BiZeo-TEKCTY,
TpaHchopMepH, Kpoc-MoJaIbHa yBara.
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PO3B’SAI3AHHSI 3AJAYI MAKCHUMAJIBHOTI'O PO3PI3Y I'PA®A 3A JTOITIOMOTI'OIO KBAHTOBO-
I'BPUJTHOT'O AMIIITYAJHO-CTOXACTHYHOTI' O AJITOPUTMY

3anponoHOBaHO HOBHIT KBAaHTOBHII alTOPUTM IIiJ] HA3BOIO «KBAHTOBO-TiIOPUIHMI aMILTITyJHO-cTOXacTHUHHIT anroput™» (QASPA), mpusHauenuil as
HaOJIIDKEHOTO PO3B’S3aHHS 3aJadi MaKCHMaJbHOTO po3pily rpada. 3amada MaKCHMalbHOIO PO3pi3y IMOJsArae y MOAINI MHOXKHHH BEpIIMH Ha ABI
ITiIMHO)KUHHI TAaKKM YHHOM, 11100 cymMapHa Bara pedep, 110 3’€JHYIOTh BEPLIMHH Pi3HHX [TiIMHOXKHH, Oylia MakcuMaiibHot0. Jlana 3ana4ya € NP-ckianHo0
KOMOIHAaTOPHOIO MpoOeMoro. KiiacuuHi anroputMu po3B’si3aHHS 3aiiMaroTh HaATO 0araTo 4acy BUKOHAHHS, B HACIHINOK YOTO HE € e()eKTHBHHMH Ha
cepenHix Ta Bemukux rpadax. HabmmwkeHi anroputMu po3s’si3aHHs, 3a0€3MeUyIoTh JIHIIe FapaHTOBaHEe HAOMIKEHHS, HE JOIal09l 00OMEeKeHb TOYHOCTI
Ta IIBHAKOMII Ha BeNMKUX rpadax. 3amponoOHOBaHUH aJrOPUTM BHPI3HAETHCS MPOCTOI0 CXEMOIO Ta MiHIMAJIBbHOIO KIJBKICTIO ONTHMIi30BaHHX
napameTpiB. BxigHuii rpad mogaeTses y BUITIAL MATPHILI CyMDKHOCTI, TiCTI1 YOTO Baru pedep JMiHiHHO HOpMalli3yIoThcs 40 (ikcoBaHUX (a30BUX KYTiB.
KBaHTOBa cXeMa IOYMHAETHCS 3 iHiMiamizanii KOXKHOTO Ky0OiTa IepeTBOpeHHSAM AnaMapa, o (popMye piBHOMIPHY CYHEPHO3HI[IO BCiX MOMKIHBUX
po36urriB. [ani 1t KOKHOI Tapu CyMIDKHHX BEPILHH MMOCITiIOBHO 3aCTOCOBYIOTHCSI KOHTPOIboBanuii joriuanit NOT, omHOKYOITHHII TOBOPOT HABKOJIO
oci Y Ha KyT, IpONOpLiiHuUii Ba3i peOpa, i MOBTOpHUI KOHTpoboBanui joriunuii NOT. V Takwuii crioci6 da3zoBa iHdopmallis ipo Baru pedep KoayeTbes
Yy KBaHTOBHII cTaH cHCTeMH. [licisi BUKOHAHHS CXeMH KyOiTH BHMIDIOIOTBCS y CTaHJAPTHOMY OOUYHCIIIOBAIFHOMY 0a3uci, a OTPHMAHHI PO3MOALT
HMOBIPHOCTEH [103BONISIE BUOpATH HAHIMOBIpHiLIE PO3OHTTS SIK HAOMMKEHHH PO3B 30K 3amaui. ExcreprMeHTanbHI JOCITIIKEHHS HAa MPOTPaMHUX
CHMYJIITOPAaX KBAaHTOBUX IIPOLECOPIB IOKa3aly, IO 3alPOIOHOBAHUH AITOPUTM JAEMOHCTPYE TOUYHICTh, IIOPIBHSHHY 3 BapiallifHUM IiZXOIOM
KBAHTOBOTO anroputmy HabumkeHoi omrumizanii (QAOA), Ta 3abesnedye CyTTEBO MEHIIMH 4ac OOYMCIICHb 3aBISKM BiJICYTHOCTI iTepaTHBHOL
ontumizaiii mapamerpis. Kpim Toro, 3i 30inblueHHSAM po3mipy rpada yac BHKOHAHHS aIrOPUTMY 3POCTAE€ 3HAYHO MOBUIBHIIIE, HIXK Y KJIACHYHOTO

moBHoro nepedopy ta QAOA, 110 HmiATBEpKYE HOro MEPCIEKTHUBHICTD IS PO3B’sI3aHHS CEPEIHIX 3a PO3MIPOM 33/1a4 MaKCUMAaJILHOTO PO3pisy.
KuouoBi ciioBa: 3ajaua MakCUMalbHOTO po3pidy rpada, kBanTtoBi anroputvu, QASPA, cynepnosuuisi, ¢a3zoi 3cyBu, QAOA, kBaHTOBE

IPOrpaMyBaHH.

Beryn. 3agaua MmakcuManbHOTO po3pisy rpada (Max-
Cut) — e 3a1a4a po30UTTsI BepIuH rpada Ha JBi MHOKUHA
TaKUM YMHOM, 100 MaKCHMI3yBaTH cyMapHy Bary pebep
MDK OAMH MHOXXHHaMM, 0 € NP-cxiagHoro komOiHa-
TOPHOIO ONTHMi3amiiHO mpodiemoro [1]. Hms 3amadgi
Max-Cut (puc. 1) He icHY€ BiTOMHX TOTiIHOMiaJIbHHUX aJIr0-
PUTMIB pO3B’S3aHHS, a KiJBKICTh HEOOXITHHUX OIepamii
Juisl X BUpILICHHS, Y HAMripIIoMy BHIAJKy 3pOCTa€, eKC-
MTOHEHITIHO 31 301IBIICHHAM PO3Mipy rpada. 3amada Mak-
CHUMAJILHOTO PO3pi3y rpada Mae BaXKIIUBI 3aCTOCYBAHHS Y
TakuX OOJACTSIX SIK TEOPis MEpexk, PO3MOIiICHI 00YHC-
JICHHSI, TIPOEKTYBAaHHS MIKpOCXEM, KiacTepH3allisl JaHHX,
MallliHHEe HaB4YaHHs Ta (iHAHCOBI MOJIEII, Jie ONTUMaJIbHI
abo Maike ONTHMAaJbHI PIOICHHS MOXYTh 3HAYHO BIUIH-
HYTH Ha e(eKTUBHICTh MPOLECIB [2].

——

—
o

Puc. 1. 3006pakenHs po3B’s3anoi 3amadi Max-Cut

Hapasi HaiiBitoMilIMM KJIaCHYHUM aJTOPUTMOM, IO
HAOJIDKEHO 3HAXOAUTH PINIEHHS AHOI 3aayi, € allrOpUTM
Minrens ['oemanca ta leina Binesimcona (GW), sikuii Bu-

KOPHUCTOBY€E METOJM HaIliBAE(IHITHOrO MPOrpaMyBaHHs Ta
3abe3neduye rapaHTOBaHE HAOIMKEHHS 10 ONTHMAaIbHOTO
pimeHHs Ha piBHI moHaiimMenme 87.8 % (koedimieHT
HaOmmkeHHs 0.878) [2]. Xowa CKIamHICTh aNTOPUTMY €
MOTIHOMIQJIBHOIO, ITPOTE OTPUMAHE PIIICHHS 3aJHIIA€THCS
HaOMM)KEHUM 1 9acTO HEJOCTaTHBO TOYHMM JUI 0araTbox
MPaKTUYHAX 3aBIaHb. [HIN KIAacH4YHI METOAM, TaKi SK
€BPUCTUYHI Ta METaeBPUCTHYHI ITOPUTMHU (HAIIPUKJIA,
TeHETHYHI aNrOPUTMH, AITOPUTMH IMiTalii BiAnmamy 4u
ITOPUTMU POI0 YACTUHOK), TaKOX aKTUBHO 3acTo-
COBYIOTBCSI, ajlé BOHM HE TapaHTylOTh JOCATHEHHS OITH-
MaJIbHOTO PO3B’SI3KY 1 4aCTO MalOTh 3Ha4HI OOMEXKEHHS 3a
TOYHICTIO.

ToMy BaXITMBHMH € JIOCTI[PKEHHS HOBHX METOIB
BUpimeHHs 3ana4di Max-Cut, 0COOIMBO 3 BUKOPUCTAHHSIM
KBaHTOBHX OOYHMCIICHb. 3aJjada MaKCHMaJbHOTO pO3pi3y
rpada exBiBaJICHTHa 3HaXOJKEHHIO OCHOBHOTO CTaHy CIIi-
HOBOI Moz [3iHTa, 0 BiIKpUBA€E MEPCICKTHBHI MOKIIH-
BOCTI JUI 3aCTOCYBaHHS KBAHTOBUX QJITOPUTMIB, TAKUX SIK
KBaHTOBHHU aIrOpUTM HaOJrKeHOI onTuMizamii. KBaHTOBI
ITOPUTMHU MAalOTh MOTEHI[iaJl 3HAYHO MOKPAILIUTH TOY-
HICTh 1 e(eKTUBHICTP HAOIMKEHOTO PO3B’SI3aHHA TAKHUX
CKIIQJIHMX KOMOIHATOPHUX 3a/1a4 3aBJISIKH 31aTHOCTI epek-
TUBHO JOCTIPKYBaTH BEJIHMKI MPOCTOPU PO3B’S3KIB, SIKi €
HEJIOCSHKHUMMU JUTS KITACUYHHX alTOPUTMIB.

AHaJIi3 OCTaHHIX J0CaiTKeHb i myOJaikanii. OnHum
13 IEpCIIEKTUBHUX IMIIXO/IB /10 po3B’s13aHHA NP-ckinagHnx
3a7a4 Ha KBAaHTOBOMY KOMII'IOTEpi € KBaHTOBI BapialliiiHi
anroputMu. HaiiBizomimmm cepe HUX € KBAHTOBHIA aJro-
putM Habmmwkenol ontumizauii (QAOA), skuit Oyno 3a-
npornoHoBaHO aBTopamu y 2014 pomi [3] sk ribpunHuit
KBaHTOBO-KIIACHYHUIT METOJ Ul HaOJIMIKEHOTO PO3B’si-
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3aHHA 3aJ1a4 KOMOIHATOPHOI onTHUMi3arii, 10 BUKOHYE HA
KBaHTOBOMY MpOIIECOpi IMapaMeTPHU30BaHMHA YeproBaHUN
JAHIIOT YHITAPHUX IIEPETBOPEHB, a IMimdip MmapaMeTpiB
3MIACHIOETHCS KIIACHYHIM OIITUMI3aTOpOM . 30iMbIIeHHS
KigpkocTi mapiB  (rmubunn) B QAOA  TeopeTuuHO
Mi/IBUIY€E SKICTh PO3B’SI3KY, BXKe NpH TaubuHi 1 s 3-
peryisapHuX rpadiB airOpuTM TapaHTOBAHO JIOCSTAE
npubimszno  0.6924 Big ontuManeHOrOo po3pizy [3].
[Moganpun TOCHIIPKEHHST TOKA3aJld, 110 MPH 30UIbIICHHI
KizpkocTi mapisB QAOA Moxe nepeBepIyBaTH Lei mopir
1 HaOmmkaTrcsa no BimoMol Mexi GW 11 O11b1101 rinodu-
HHU, TPOTE OTPHMAaHHA CYTTEBO KpAIIUX PpE3yIbTaTiB
motrpedye TIUOIINX KBaHTOBHX Kil Ta OUTBIIOT KITBKOCTI
ky6itiB. Jocmimkenas Camoxxauka Jmutpa mpo peari-
3aI1if0 KBAHTOBOTO aJITOPUTMY HAONIKEHOT onTUMi3allii Ha
MOBi mporpamyBaHHs JavaScript s 3amadi  Makcu-
MaJIHOTO pOo3pi3y rpada nmokas3aio JOCTYITHICTh KBAHTOBO-
riOpuHUX  QITOPUTMIB  Ha  pi3HHX  matdopmax
nporpamyBanHs [4], 10 BIMBa€ Ha PO3MOBCIOKEHICTH
KBaHTOBHX TEXHOJIOTIH y MIMPOKOMY KOJIi JIIOJeH, IUISTXOM
BUCOKOpiBHEBOi aOcTpakuii HaJ KBaHTOBHMMH TEXHOJO-
TisMH.

Ipaktnyni BumpoOyBanas QAOA Ha cydacHHX
KBaHTOBHX IIPOIIECOPAX MPOJEMOHCTPYBAIN MO>KJINBICTH
3HAXOAWTH PO3PI3H, Kpalli 3a BUMAIKOBi, OJHAK 3i 3poc-
TaHHIM PO3MIPY 3a7adi SIKICTh PillIeHHS MOTiPUIYETHCS de-
pe3 OOMeKeHHS anapatypu [5]. AHaJIITHYHI OIIIHKH TaKOXK
BKa3yIOTh, L0 JUIsl TOCATHEHHS] KBAHTOBOI IlepeBary Ha 3a-
maui Max-Cut 3a momomororo QAOA Moxke 3HaZ0OUTHCS
MaciTabyBaHHs JJO COTEHb KyOiTiB.

AJNBTEepHATHBOIO BapialliiHUM aJIrOPUTMAaM € KBaHTO-
Buil Binnan abo aniabaTHyHI KBaHTOBI oOuucieHHs. [nes
aniabaTH4YHOTO MiiXoay Oyia BIeplle MpoAEeMOHCTPOBaHA
EnBapnom ®api 3i ciiiBaBTopamu y 2001 porri [6], ocHOBHa
3ajia4a SKOro y TpaHcgopMallii cucTeMH BiJl IPOCTOTO Ta-
MIJBTOHIaHA IO TaMUIbTOHIAHA 3a7adi (Hampukiaj, [3idra
JUIL 3ajlada MaKCHUMAaJbHOTO po3pidy rpada), 3aidIraro-
49iCh B OCHOBHOMY CTaHi 3TiZIHO 3 aliabaTUYHOIO Teope-
MoOI0. SIKIIo mpomnec JOCUTH MOBITLHHM, HA BUXOJI OTpPH-
MY€EThCSI PO3B’SI30K omnTuMizalliinol 3amaaui. KeantoBuit
BiJIlaN peasli3oBaHuii B anapaTHuX miardopmax (Takux sk
D-Wave) ke 3acToCOBYBaBCsI 10 TpadOBUX 3a7a4: 3a1a4a
Max-Cut mnerko koumyerbcss y Bursiai  Quadratic
Unconstrained Binary Optimization (QUBO), mio exBiBa-
JICHTHO TaMinbTOHiany I3inra [6]. IIpakTHuHi ekcrieprme-
HTH 3 KBaHTOBHUMH BiANJIIOBAa4aMH Ha HEBEJIMKHUX Tpadax
MIOKa3aJIi KOPEKTHICTh 3HAXOPKEHHSI MaKCHMAJILHOTO PO3-
pi3y, Xxo4a MacmiTaOyBaHHS Ha BEJHKI 331a4i oOMexeHe
KIJIbKICTIO KyOITiB Ta mrymamu B amaparypi. Omisj crany
amiadaTHYHUX aJITOPUTMIB HaBeleHO B pobori Tamima
Annbama ta Janiens A. Jligapa (2018) [7], ne o6roBopeHo
MEepPCIEeKTHBH Ta BUKJIMKU KBaHTOBOIO Bimmany jjst NP-
CKJIaJIHUX 33/1a4.

VY nocmimxenHi €pHes Pyni @imkrapa Ta criiBaBTOpiB
3aMpOTIOHOBAHO CIMEWCTBO KBAaHTOBO-iHGOPMOBaHUX pe-
KypcuBHUX anroputmiB ontuMizanii (QIRO) mns kombina-
TOpHHMX 3aja4 ontumizaii [8]. Lli anroput™Mu BUKOpHCTO-
BYIOTh KBaHTOBI pecypcu st OTpuMaHHs iH(opMarii, sika
3aCTOCOBYETHCS B CrielU(IYHUX JUIs 33141 KIIACHYHUX pe-
JOYKUIHHUX KpOKax, IO PEKYPCHBHO CIPOIIYIOTH 33/1a4y.
Ie#t migxix m03BOJSIE TMOAOJATH OOMEXKEHHS KBAaHTOBUX

KOMITOHEHTIB i1 3a0e3meuye JOCSHKHICTh pillleHb Yy 3a1adax
3 00OMEXCHHSAMH. 30KpeMa, aBTOPH IEMOHCTPYIOTh e(eK-
tuBHicTh QIRO Ha npukiani 3agagi Max-Cut, BHKOpHCTO-
BYIOUH KOpPEIAMil 3 KIACHYHUX CHMYJISIIN HeraumOOKIX
cxeM QAOA niist BUPIIIICHHS 33124 3 COTHSIMU 3MiHHUX. Ll
cBimunTh po notenmian QIRO sk mabnoHy 11 po3podku
MIMPUIOTO KJIACy TIOPUIHUX KBAHTOBO-KIACHYHHX AJITOpH-
TMIB 1151 KOMOTHATOPHOT ONITUMI3aIlii.

VY nocnimkenni Anpeia Ecniositu ta Tamysa [lan-
mura npeacrasieHo metox QAOA-in-QAOA (QAOA?2),
SIKH BUKOPUCTOBYE €BPUCTHUKY «PO3IUIAN 1 BOIOIAPIOi»
JUTA BUpimIeHHs 3amadi Max-Cut Bemukoro MacmTady [9].
et minxix mependadae po30UTTA BeTUKO 3a1a4i Ha Ti13a-
Jadi, sIKi MOKYTh OyTH BHpIIIeHi ImapajensHo, M0 T03BO-
nsie MacmtabyBaTh pimeHHs 3agadi Max-Cut. Peamizarris
QAOA? 6a3yetbes Ha otatdopmi Classiq i BUKOHYETBCS Ha
cynepkomn’orepi HPE-Cray EX 3 Bukopuctanusim MPI ta
SLURM. PesynbraTi Benukux cUMyJisiii no 33 kyOirtiB
JeMOHCTpYIOTh nepeBard QAOA B MEBHUX BHIAJKax Ta
e(eKTUBHICTh peaizalii, a TakoX MPHUIATHICTh POOOUOTO
npolecy Ui MiATOTOBKH JI0 PealbHUX KBAaHTOBUX IpH-
CTpOIB.

[Ile oguH HampsM — KBaHTOBI CTOXAaCTHYHI alropu-
TMH Ha OCHOBI KBAaHTOBHUX BHIAJIKOBHX OJyKaHb Ta CTOXa-
CTHYHUX cXeM. Hampukmnaz, po3risianucs anropuTMu 1o-
IIYKY Ha rpadax 3 BUKOPUCTAHHIM KBAaHTOBHX IPOTYJITHOK
1 KBAHTOBOTO i ICHJICHHS aMILTiTy 1. Taki miaxoau 3acTo-
COBYBAJIMCS JI0 33Ja4l HAHKOPOTLIOro nuisixy B rpadi [10]
Ta IHIIMX KOMOIHANIWHUX 3a7ay, OJHAK IXHE BIPOBa-
JOKEHHST JUIs 3a]1a4i MakCHMallbHOTO po3pidy rpada Mmoku
oOMexeHe JIOCHI/PKeHHSIMH Ha PiBHI Teopil. 30kpema, KBa-
HTOBI IPOTYJISIHKA MOXXYTh NPHUCKOPIOBATH JESKi MOIIY-
KOBI 3aBaHHs Ha rpadax, aje 1t 3aaa4ui Max-Cut mpsamux
KBAaHTOBHX II€peBar IOKH HE JOCSATHYTO. TakuM YHHOM,
HUHI JOMIHYIOTh [IBa KBAaHTOBHUX ITiIXOAH: BapialliitHUi
(QAOA) Ta amiabaTnuHuii (KBAaHTOBUU BiJIai), KOXKEH 3
SKHAX Ma€ CBOI IepeBaru Ta 0OMe>KeHHSI.

@opMyTIOBaHHS MeTH AOCTiTKeHHs. Merta moci-
JOKCHHS TIONISTae 'y po3polIi Ta eKCIepUMEHTANbHIN
nepeBipii e(pEeKTUBHOCTI HOBOTO KBaHTOBO-TiIOPHIHOTO
aMIuTiTyIHO-cToXactuaHoro aimroputmy (QASPA)  mmst
PO3B’sI3aHHS 331241 MAKCUMaJIBHOTO PO3pi3y rpada, mopis-
HSIHHI OTPUMAaHUX PE3yJIbTATIB 3 KJIACHYHMUMHU METOJIaMH Ta
BioMuM KBaHTOBUM anroputMoM QAOA, a Takox 00-
IPYHTYBaHHI IiepeBar Ta OOMEXEHb 3alpoIIOHOBAHOTO
MiAXOY.

BukiageHHs1 0CHOBHOI'O MaTepiany J0CHiIzKeHHS.
3anpornoHOBaHO KBaHTOBO-TIOpPHUAHUI alrOpUTM, IO BU-
KOPHCTOBY€E KBaHTOBI ()a30Bi 3CYBH Ta KBAHTOBE 3aILTyTYy-
BaHHS JUIS BUPIMIEHHA 3ajadi MakCHMalbHOTO pO3pi3y
rpada. ANrOpUTM IPYHTYETHCSI HA MOXIIMBOCTSIX KBaHTO-
BHX KOMII'FOTEPiB €(hpeKTHBHO OnepyBaTH BEINKUMH IIPOC-
TOpaMH PillIeHb 3aBISKH BUKOPHCTAHHIO CYNEPIIO3UIIii Ta
¢a3oBux 3cyBiB. Ha puc. 2 306pakeHi Kpoku poboTH anro-
pHUTMY.

Kpoxk 1. Ha mouaTkoBOMYy eTarmi BXigHHiA rpad mpen-
CTaBJIEHUH y BUTJISII MAaTPHLI CYMIKHOCTI, 1110 BijoOpaskae
Barn pebep Mix BepmimHamu. Takuii crmocid mpexacras-
JICHHS JI03BOJIsI€ 3pYYHO BHUKOHYBAaTH KBAaHTOBI OIepariii,
Oe3rnocepesIHbO BPaXOBYIOUH CTPYKTYPY Ta XapaKTepuc-
THKH [T0YaTKOBOT 3a/1a4i.
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Kpoxk 2. HacTymHUM BaKJIMBUM KPOKOM € TIOOyI0Ba
rpaga xytiB. Ha mipoMy erarmi Baru pedep rpada HopMai-
3YIOThCSI 10 (pa30BUX KYTiB, AKi OyAyTh BUKOPHUCTOBYBa-
THCS B TIOAAJBIINX KBAaHTOBUX omeparisx. Lleil mpomec
3abe3neuye eAMHY LKAy JUIsl 3aCTOCYBaHHS (pa3oBHX ore-
palliif, [0 CHPOIIye peai3allilo alropuTMy Ta TOKpaIlye
HOTO MPOAYKTUBHICTB.

3acTocyBaHHs
Mosynosa KBAHTOBUX
rpaga KyTis onepaiin BuGip crany
e
—_
& O6uucnenHs
Mo4atkoBui
3HAYEHHA
rpag iy
pospisy
—
-—>
IHiLjanisauyin BUMIpIoBaHHA

KBAHTOBOrO
cTany

Kybitiz

Puc. 2. Kpoku anropurmy QASPA

Kpoxk 3. ITicist o0y j0BU MaTpuIli KYTiB IIPOBOJUTHCS
MiITOTOBKa KBAaHTOBOI CXEMH, SIKa € IIEHTPAJIbHOIO CKJIA/10-
BOIO KBaHTOBOTO mijxoy. [loyarkoBuii craH cuctemMH iHi-
IiaJIi3y€eThesl 3a JOIIOMOTOI0 TeHTIB Afamapa, 1o nepeBo-
IuTh KyOiTH y cTaH cymeprnosumii. Taka iHimiamizaris
JIO3BOJISIE  OJHOYACHO JOCIHIIKYBaTH BEJIHKY KUIBKICTb
MOTEHIIIMHUX pillleHb, 3HAYHO 301IBIIYIOYH MIBUAKICTH i
TOYHICTH TOIIYKY ONTHMAaJIbHOTO PO3B’SI3KY IMOPIBHSHO 3
KJIACHYHUMHU METOAAMH.

Kpok 4. JIns koxHOT napu BepIluH, 110 3’ €1HaHi ped-
POM, y CXeMi 3aCTOCOBYEThCS Cepisi KBAHTOBUX OIepaiii:
koHTpoaboBaHui BeHTIIIE NOT (CNOT), reiiT obepranHs
HaBkosio oci Y (RY) 3 BiamoBigHuMm (a3oBUM KyTOM 3
rpada kyTiB, a motim e ogua CNOT. Ile nae MOKIIHUBICTh
BpaxoByBaTH (a30Bi 3CYBH, 110 3aJICIKATH BiJ B3AEMOJIIT Ky-
0iTiB, i TaKUM YHHOM €()EKTUBHO PO3MEKOBYBATH MHO-
KMHH BEPIINH, SKi HaJIeXaTh JI0 PI3HUX YaCTHH PO3pi3y.

Kpoxk 5. 3aBepmansHuM eTarmoM aaropuTMy € BHMi-
PIOBaHHS CTaHy CHCTEMH B oOuucIIoBaIbHOMY Oasuci. Lle
BUMIPIOBaHHS JI03BOJISIE OTPUMATH CTATHCTHYHHI pO3IIO-
DT pe3yNbTaTiB, IO BIAIOBiTae HMOBIPHOCTI Pi3HHX pi-
IIIeHB 33/1a4i. 3 OTPUMaHMUX PE3yIbTaTiB 0OUPAETHCS CTaH 3
HaOLIBIIIO0 HMOBIPHICTIO, IO iAEHTU(IKYETHCS SIK ONTH-
MajgbHUN 2060 OMM3BKUI O ONTUMATBHOTO PO3B’SA30K 3a-
nmaqi Max-Cut. Jlani IpoBOAUTECS PO3paxyHOK 3HAYCHHS
pO3pi3y 3a UM CTAHOM, 1110 JT03BOJISIE 00’ EKTHBHO OILIIHUTH
SIKICTh 3HAMIGHOTO PIllICHHS.

Sk mpuKIIal BUKOPUCTAaHHS Ta peaizalii aroputMy
LIJISIXOM IporpamyBaHHs 0yJ10 B3TO rpad 3 m’siTbMa Bep-
IIMHAMH, OTOJIOMIEHHS 3MIHHOI JUIsl SIKOTO 300pakeHO Ha
puc. 3 MoBolo nporpamyBaHnHs Python (kpox 1).

G = nx.Graph()

G.add_edges_from([(0, 1), (1, 2), (2, 3), (3, @),
(8, 4), (1, 4), (2, 4), (3, 4)])

Puc. 3. OrosnomenHs 3MiHHOT Tpada I 3 11’sIThbMa BepIIMHAMEI

st peanizanii anroput™y 0ysio oOpaHo OJMH i3 Haii-
TOMYJISIPHIMUX (HPEHMBOPKIB JIJIs1 KBAHTOBOTO MPOTpaMy-

BaHHA Qiskit BiJ MpoBiAHOTO PO3pPOOHUKA KBAHTOBUX TEX-
Hoyoriit IBM [11]. CtBopero (yHKIifO qaspa maxcut Ha
MOBIi mporpaMmyBanHs Python (puc. 4), mepmmum KpoKoMm y
¢GyHKIIT Ta IPYyTUM y 3aralbHOMY ajJdrOpUTMi € moOymoBa
MAaTpHIIl KYTiB, JJIs 3a7a4l MAaKCUMAaJIbHOTO PO3pi3y 3 ped-
pamu Ge3 Bar, ToOTO Bara Bcix pedep rpada mopisHioe 1,
0ys10 00paHo KyT (ha30BOT0 3cyBY y 45°, 11eii KyT MOXKe Ba-
piawiiiHO 3MiHIOBaTHUCh Ta PO3PAaXxOBYBAaTHCh Ha 0a3i Baru
pebpa y rpadax 3 pisHUMH Baramu pebep A 3a/1a4di Mak-
CHUMaJIbHOTO PO3pi3y.

graph = nx.to_numpy_array(G, dtype=int)

num_nodes = len{graph]

angle_graph = build_angle_graph(graph}
qc = QuantumCircuit(num_nodes, num_nodes)

Puc. 4. ®opmyBaHHS MaTpHULl KYTiB, iHiI[iai3alisd KBAHTOBOL
CXeMH

Anroputm QASPA BCTaHOBIIOE JIiHIHHY 3aII€KHICTh
MIDX KiJIBKICTIO BepIIUH rpada Ta KiTbKiCTIO KBAHTOBHUX Oi-
TiB 71 peanizalii kBaHToBo1 cxemu. [LIngxoM HakanaHHs
reiiTa AJjamMapa Ha KOXKEH KyOiT CXeMH, 110 MOYKHa roba-
YUTH Ha pHUC. 5, BUKOPUCTOBYETHCS OCHOBHA IlepeBara
KBaHTOBOT'O KOMII I0Tepa HaJl KJIACUYHHM — CYIIEPIIO3HILis.
3a J0MOMOT0I0 BJIACTUBICTIO CYNEPIIO3HLii KBAHTOBI TeX-
HOJIOTIT JJO3BOJISIIOT TEPEBIPUTH BC1 MOXKIIMBI KOMOiHawii

po3pisy rpada.

for i in range(num_nodes):
qc.h(1i)

Puc. 5. Inimiamizariist cynepno3uiii uis BCiX KyOiTiB cXeMH

Uepes mpoxomkeHHs rpada Ta HaKIaJaHHS TapHUX
CNOT reiitiB peaiizyeTbcsi 3B’5130K BepIIWH rpada, 1o
JTO3BOJISIE TTOOY/IyBaTH KBAHTOBY CXEMY IS 3a/I0BOJICHHS
3aJa4i MaKCUMaJbHOTO po3pi3y (puc. 6). OcodaMBy poJib
Bifirpae mpoMikauid redit RY, sxuii 103BOJISE TiACHIATH
aMILTITY 1y KOJIUBAHHS T4, Y CBOIO YepTy, MiJICHIUTH iMO-
BIPHOCTI, 3aIUTyTaTH KBAaHTOBI OITH TaKUM YHHOM, IO B
pe3yJbTaTi BUMIPIOBAHHSI KBAHTOBHUI KOMIT IOTEp MOBEPHE
MaKCHUMalIbHO HaOIMKEeHUH po3B’ 130K 3amaqi Max-Cut.

for i in range(num_nodes):
for j in range(i, num_nodes):
if graph[i] [j] > @:
angle = angle_graph (il [j]
ge.ex(i, §)
gc.rylangle, j)
gc.cx(i, j)

Puc. 6. Kpox 4 anroputmy QASPA

Jns nepenadi iHpopmaii 3 KBaHTOBHX OiTiB y Kia-
CHYHI (BUMiproBaHHs) OyJI0 BUKOpUCTaHO QYHKIIiFO Mesure
¢bpeitmBopka Qiskit, 10 103B0JIsIE OTPUMATH MacuB iMO-
BipHOCTEH pe3ysbTaTy KOAYBaHHS KBAaHTOBHX OITIB, MicCIIs
4OT0, IPOBEJICHO 3aITyCK HA CUMYJIATOP1 KBAHTOBUX 004YHC-
neHs (puc. 7).

qc.measure(range(num_nodes), range(num_nodes))
simulator = AerSimulator()
compiled = transpile(gc, simulator)

result = simulator.run(compiled, shots=1024).result()
counts = result.get_counts()

Puc. 7. BumiproBaHHs Ta 3aIyCK KBAaHTOBOI YaCTHHU alTOPUTMY

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii
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BapTo 3a3Ha4nTH, M0 KiTBKICTH KBAHTOBUX 3aITyCKiB
CXEMH BKa3aHa SK cTayie 3HAYCHHS alle MOke OyTH 3MiHEeHa
JUI KBAaHTOBUX CXEM 3 YHCIOM KyOiTiB (BepmmH rpada)
OiTpIIMM HIXK 19 U4 TiABHUINEHHS TOYHOCTI anroputMy. B
KIHIIEBOMY pe3yJbTaTi KBAaHTOBY CXEMYy Ui HasiBHOTO
rpada MOXXHA TIOOAYUTH Ha puC. 8.

" £
[l
9 —= 3 M
= L -
«n_1: L
-« £
«q 2% = L 2
«g_3: Ry(m/4) x l
“H_ Y
«C: 5
“ a »

Ry(n/4)

L
4

Puc. 8. KBanrtoBa cxema 3B’s13Ky

[Tin wac 1024-kpaTHOro 3amycKy CHMYJIALII KBaH-
TOBOI CXeMH OyJI0 OTPHMMaHO pO3MOJUI pe3yJbTaTiB
BUMIpIOBaHHS (pHUC. 9), y IKOMY 4iTKO BUIUIAINCS YOTHPH
0iTOBI psiaku 3 HalOUTeIMu wactotamu: 10101, 00101,
11110 ta 01010. Pgmxkm 10101 (205 cmocrepexeHs,
20,0 %) i 01010 (155 cmocrepexens, 15,1 %) B3aeMHO
JIOTIOBHIOIOTH OJIMH OJTHOTO: KOXKEH OiT OJJHOTO JOPIBHIOE
00epHEHOMY 0iTy IPYTOro, a TOMYy OOH/IBa ONUCYIOThH OJHH
i TOH camMuii po3pi3 i3 IEpecTaBICHAMH YAaCTHHAMHU.
AHaNoriyHy KOMILIEeMEHTapHy mapy yTBopiotoTs 00101
(179 cnoctepexens, 17,5 %) 1 11110 (178 cnoctepexeHs,
17,4 %). Ockinmbku y 3aaadi MaKCHUMAaJIbHOTO pPO3pPi3y
NepecTaHoOBKa MiIMHOXUH BEPILIUH HE 3MIHIOE CyMapHOI
Baru pebep, 3a3HaueHi YOTHPHU PSIKH € €KBIBAJICHTHUMH
ONTHMAJILHUMU PO3B’I3KaMH.

Counts:

{'10101': 205, '@01@1': 179, 'llels': 178, '91818': 155, '#1lle’: 39, '10
10@°': 36, ‘100@1': 35, ‘'Ple11’': 33, 'liee@l': 25, '@11@e': 23, '1@11e@': 29,
‘111ee’': 18, 'eee1l': 17, 'éelle’': 14, 'l1eell': 14, 'lleed‘: 11, '0ledl’:
11, '@e111': 11}

Best solution: 18181

Best solution count: 2@5

Best cut value: 6

Puc. 9. Pe3ysbTar BUKOHAHHS KBAHTOBOT CXEMHU

Pasom 00maBi KOMIUIEMEHTapHI Mapu aKyMYIIOIOTh
717 BumiproBanp, mo craHoBuTh 70,0 % yciel BubOipKwH,
TOJII SIK KOXKEH 3 PeIlTH 28 psAAKiB OTpUMaB He OUIbII SIK
3,9 % (maitbmmxumii konkypent 01101 3adikcoBano 39
pasiB). TakuM YMHOM, aMIUTIITy/{HA «Bara» ONTHMaJIbHOTO
po3pi3y OUIbII HIK y[BIYi NMEPEBHUIYE BHECOK OyIb-sIKOT
OKpeMoi cy0onTUMalbHOT KOHQIryparii, o cBiYUTh PO
LJIeCTIPSIMOBaHE IiJICHJIEHHS came Tr100aJlbHOr0 MaKCH-
MyMY OiJIbOBOT (PYHKITII.

Po3paxyHOK Barm po3piszy 3a MaTpHUICIO CyMi>KHOCTI
rpada TOKaszye, IO I BCIX YOTHUPHOX JOMIHAHTHHX
PSAAKIB 3HAYCHHSA [UTBOBOI (DYHKIIi JOPIBHIOE 6, IO TOYHO
36iraeThecs 3 ONTUMYMOM, 3HAHICHUM KIaCHYHUM IIOBHUM
nepebopom. Otxe, Oe3 )KOIHOI iTepaTHBHOI ONTHUMI3amii
napaMeTpiB KBaHTOBAa CXeMa 3MOTIJIa: KOPEKTHO 3aKOAdy-
BaTH Bard pebep y ¢dasm KyOitiB; copmyBaTH cymep-
nosunito, y skid 70 % cymapHOi HMOBIPHOCTI CKOH-
LEHTPOBAHO HA JIBOX €KBIBAJIEHTHUX Mapax ONTUMAaJIbHUX
CTaHIB; IPUIIIYLIIUTH aMIUTITYAM pemty 28 KoHdirypamii,
BinBiBImH iM nutme 30 % #MOBIpHOCTI.

Taxwit po3nozin (puc. 10, HympOBI HIMOBIpHOCTI HE
MOKa3aHi Ha TicTorpaMi) MiATBEPIKYye e(heKTUBHICTD (ik-
COBaHOTO ()a30BOTO KOJYBAHHSA: QlTOPUTM «BiAUyB» CH-
METpIto 3ajadi, OJHAKOBO IMIJCHINB YCi KOMIDIEMEHTapHi
ONTUMAIIBHI CTaHU ¥ YHUKHYB 3MIIICHHS aMIDNTYyan y Oik
cybonTuManIbHUX po3pi3iB. OTpuMaHi 1aHi IEMOHCTPYIOTh
3MATHICTh METOAY MACIITAa0OBAHO BUAUIATH TIOOATbHUI
MaKCHMYM I1JIb0BOI (DYHKILIT P IIOMIpHil KBaHTOBIH I -
OuHI.

QASPA Result Histogram
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Puc. 10. INicrorpama po3noxiay WMoBipHOCTEH

Pesynbratn poboTH, a came HalKpamiuid pe3yibTaT
OyJ0 mexomoBaHO Ta mpopaxoBaHo (puc. 11) mMakcmmanb-
HUH po3pi3, ne 1 Ta 0 BigHOCATH BepIuHH Tpady y pi3Hi
MHOXXWHH, IIO 1 peajli3ye OCTaHHiil N’ATHH KpOK alro-
putMy. Baprto 3ayBaxkunTH, 110 pe3yiabTaT BHUMIipPHOBaHHS
g ppeiimBopky Qiskit sBIsIETECS 00EpHEHNM, TOMY J0-
BOJIUTHCS IHBEPTYBATH HOPSIOK OITOBOTO psAKa.

best_selution = max(counts, key=counts.get)[::-1]
best_cut = compute_cut_value(best_solution, graph)

Puc. 11. [lekomgyBaHHs Ta 00poOKa KBAHTOBUX PE3yJIbTATIB
BUMIpPIOBaHHS

i1 mepeBipkM TPaBMIBHOCTI Pe3yJbTATiB BHKO-
HaHHS AJITOPUTMY OYJI0 HAIMCAHO B PYYHOMY pekumi 17
TeCTiB 3 rpadaMu Pi3HOI CKIAIHOCTI, A€ Pe3yIbTaTH po-
6otn anroputmy QASPA nopiBHIOBINCE 3 TIOBHUM IEpe-
60pOoM KJIACHYHUM KOMIT IOTEpOM Ta BUKOHaHHSIM QAOA
y ¢peiimMBopky Qrisp [12]. dns Hamanux tectiB QASPA
JaBaB OinbI TouHI pe3ynbTaté HixK Qrisp QAOA 3 TproMa
PIBHSMH ONTUMI3aLil.

Jnst mepeBipky DIBUIAKOCTI poOOTH anroputMy OyIno
NPOBEJICHE TECTYBAaHHS 3 BUILIEBKa3aHUMHM BapiallisiMu

Canoorcnux . O. Po36’sa3anns 3a0aui MaxcumanbHoz2o po3pisy epagha 3a 0onomozoro
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po3B’sa3Ky 3amadi Max-Cut Ha aBTOMaTHYHO T€HEPOBaHUX
rpagax 3 kinpkictio Bepmum Bifg 10 mo 19 (puc. 12), me
QASPA moka3zaB aOCOJIOTHY TOYHICTH Ta MPAaKTUIHO JIi-
Hilikn yac BukoHaHHS (prc. 13).

def cycleTest{index):
G = nx.complete_graph(index)

qaspa_maxcut_start_time = time.time()

{best_cut, best_solution) = gqaspa_maxcut(G, debug=False]
qaspa_maxcut_time = time.time() - qaspa_maxcut_start_time
print("---qaspa_maxcut %s seconds -" % gaspa_maxcut_time)

qaoca_qrisp_start_time = time,time()

{gaoa_b cut, best solution) = qaoa_qrisp(G, debug=False)
qaca_qrisp_time = time.timel() - qaoa_qrisp_start_time
print("--—gaoa_qrisp %s seconds ---" % Qaoa_qrisp_time)

brute_force_start_time = time.time()

{brute_force_best_cut, best_solution) = brute_force(G)
brute_force_time = time.time() - brute_force_start_time
print("—-brute_force %s seconds ——" % brute_force_time)

assertEqual('Test ' + str(index), best_cut, brute_force_best_cut)

return index, qaspa_maxcut_time, qaoa_qrisp_time, brute_force_time

Puc. 12. TectyBaHHS IMIBUIKOCTI BUKOHAHHS

TakuM YMHOM, TIPOBEJICHI JOCIIIKEHHS MATBEPIKY-
I0Th, 1[0 3alIPOIIOHOBAHUI KBAHTOBHUH MiJXiJ Ma€ MOTCH-
iaJ CyTTEBO MOKPAIINTH €(DEKTUBHICTD Ta SIKICTh PO3B 13-
KiB CKJIQJIHAX KOMOIHATOpHHX 3a1ady, Takux sk Max-Cut,
MOPIBHSIHO 3 ICHYIOUMMH KIACHYHHUMH Ta KBaHTOBUMH
anroput™Mamu. lle BigkpHuBae MEPCHCKTHBH YIS IMOANTb-
WX JOCIHIIKEHBb 1 po3po00OK y cdepi KBAaHTOBUX 00UIC-
JIEHb.

Execution Time ws Graph Size

—8— QWSFA MarCut |
20 —8— QA0 ORISPE 1
-~ Brute Force

=

S

Execution Time {seconds)

Al

14 3
Graph Size {Number of Nodes)

Puc. 13. PezynbraT 3aMipiB MIBHAKOCTI BUKOHAHHS JI0 KiIBKOCTI
BepuIuH rpada

BucHoBkH. 3aaua MakCUMaJIbHOTO po3pidy rpada,
IO TOJIATAaE y 3HAXO/KEHHI TAaKoro IOAULY MHOXXHUHU
BEpLIMH Ha /IBI IIMHOXHHH, a0l cyMapHa Bara pedep Mix
HUMH Oyja MaKCHMaJbHOIO, HAJIEXHTh a0 Kiacy NP-
CKJIaHUX KOMOIHATOPHUX HpoOIeM i TpaauIiiiHO BHKO-
PHCTOBYETBCSL SIK TECT MAJISI OLIHIOBAHHS MOMIIHBOCTEH
HOBUX OOYMCIIOBANBHUX HapamurMm. Knacuuni meronu,
30kpeMa anroputMm Mimenst 'oemanca Ta Jleiga Binbsam-
COHa, TapaHTyIOTh HaOmmKeHHs Ha piBHI 0,878 Big onTH-
MyMY, OFHaK 31 301IBIIIEHHSAM PO3Mipy rpada CTUKAIOTHCS
3 ICTOTHUMH OOMEXEHHSIMH SIK 332 9aCOM BHKOHAHHS, TaK i
3a TouHicTIO. IlOoTOYHMI eTam pPO3BUTKY KBaHTOBUX
TEXHOJIOTIH, MpPEACTAaBICHUI NMPUCTPOSIMH 3 OOMEKEHOIO
KIJIbKICTIO KyOITiB 1 I JBUIIEHUM PIBHEM HIYMY, CTUMYJIIOE
MOUIYK aJrOPUTMIB, 3[JaTHUX JEMOHCTPYBAaTH KBAaHTOBY

nepeBary sk 0e3 rIMOOKWX Kil Tak i omruMizamii 3 Oa-
ratbMa napaMeTpamu.

3anponoHoBaHUH y il poOOTI KBaHTOBO-TiOpUIHUI
aMIUTiTy THO-cToXacTuauuit anmroput™ (QASPA), opienTo-
BaHHIl caMe Ha Take OOMEKeHe cepeloBHIIE. Moro
BIIMIHHOIO DPHCOI0 € TpsME KOAYBaHHsS Bar pebep y
¢ikcoBani (a3oBi 3CyBH OJHOKYOITHHX ITOBOPOTIB, IIO
CYTTEBO CKOPOYYE KUIBKICTh 3MIHHHMX 1 3HIKYE TIMOMHY
naHirora. [Hinmiamizamiss piBHOMIpHOI cynepno3umii Bcix
OITOBUX PO3OHUTTIB 3MIHCHIOETHCS TeHTamu AjaMapa, a
MOZAJbIIE TBOPA30BE 3aCTOCYBAHHSA KOHTPOIHOBAHOTO
NOT i3 moBopoTOM HaBKOJIO Oci Y iHTerpye iHpOpMaIito
mpo Barm y a3y KBAHTOBOTO CTaHy. 3aBISKH Takiit
KOHCTPYKIIi aMIUTITyau KOHQIrypamiif, SIKUM BiammoBina-
I0TB OUTBIII PO3pi3H, 3pOCTAIOTH €3 HEOOXIAHOCTI KITachd-
HOI onTuMi3amii.

Pe3ynbpraTH 4MCIIOBOTO €KCHEPUMEHTY, IO OXOIUB
TUCAYY JBaALSATH YOTHPH BUMIDIOBaHHS, 3aCBIIYMIM
30CEepe/PKeHHs] CIMIECSTH BIJACOTKIB CyMapHOi iiMo-
BIPHOCTI Ha JBOX KOMIUIEMEHTAapHUX Iapax OiTOBUX
psankie 10101-01010 Ta 00101-11110. Koxen i3 nmx
PSAAKIB 3a/a€ TOW caMUil ONTUMAIBHHUHA PO3pi3 i3 Baroro
micte, mnpudoMy HaiwacTimumii cram 10101  Gymo
3aikcoBaHO ABICTI IT’ATh pasiB. Taka KOHIEHTpAIs HMO-
BipHOCTEH BKa3ye Ha e(eKTHUBHE aMILTITYIHE IiICHICHHI
rIo0anbHOTO MAaKCUMyMy ¥ TpHTHIYCHHS CYOOITH-
MaJIbHUX KOHQIrypariii: ’K0IeH 3 PELITH ABAUATH BOCBMHU
PANKIB HE IEPEeBUILUB YOTHUPHOX BIJICOTKIB YacTKH Yy
BuOipui. OTprMaHuii eeKT AOoCArHyTO 0e3 LMKIIIB Bapia-
LIfHOTO HANAIITYBaHHS, 110 BUPA3HO JEMOHCTPYE mHepe-
Bary MiJIxoly 3a IIBUAKOJIEI0 MOPIBHSHO 3 aJITOPUTMOM
QAOA, skuii ToTpeOye MOIIYKY ONTHMAaJbHUX Hapa-
METpIB.

Taxum 4rHOM, 3aITPOTIOHOBAHUH aJITOPUTM i ATBEPI-
JKYE CBOIO CHPOMOKHICTH 3a0e3ledyBaTH KOPEKTHE
HaOmkeHe po3B’A3aHHS 331a49i MaKCHMaJIbHOTO PO3pi3y B
YMOBax OOMEXEHOTO KBAHTOBOTO PECYpCY, NMOEAHYIOUH
BHCOKY CTaOiJIbHICTh pe3yNbTaTiB i3 MOMIPHIMH arapar-
HUMH BUMoOramH. llomanbmmii PO3BHTOK JOCHIKCHHS
nepeadavae aganTaiito (pasoBoro koayBaHHs 10 rpadis 3i
3MIHHUMH BaraMm, pO3IIUPEHHS HA00py KyTiB IS
MI/IBUILIEHHS] KOHTPACTY aMILIITY/], @ TAKOXX BUIIPOOYBaHHS
CXeMH Ha peanbHHX npoiecopax IBM Quantum uu Rigetti
Computing. Oxpemy yBary IOIIBHO MPHIITHTH MOPiB-
HsHHIO 3 BapianTaMn QAOA, 1110 BUKOPHCTOBYIOTh Warm-
start Texniku [13] g iHiiamizamnii napaMeTpiB Ha OCHOBI
KJIACUYHHX €BPUCTHK.
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SOLVING THE MAX-CUT PROBLEM USING THE QASPA ALGORITHM

A novel quantum algorithm named the Quantum Approximate Shift-Phase Algorithm (QASPA) is proposed for the approximate solution of the Max-
Cut problem. The Max-Cut problem consists in partitioning the set of vertices into two subsets in such a way that the total weight of the edges connecting
vertices from different subsets is maximized. This problem is known to be NP-complete and represents a combinatorial challenge. Classical solution
algorithms require excessive computational time, rendering them inefficient for medium and large graphs. Approximate solution methods offer
guaranteed approximation ratios but still face significant limitations in terms of accuracy and performance on larger graphs. The proposed algorithm
features a simple scheme and a minimal number of optimized parameters. The input graph is represented by an adjacency matrix, after which the edge
weights are linearly normalized to fixed phase angles. The quantum circuit begins by applying a Hadamard transform to each qubit, thereby creating an
equal superposition of all possible partitions. Subsequently, for each pair of adjacent vertices, a sequence comprising a controlled NOT gate, a single-
qubit rotation around the Y-axis by an angle proportional to the edge weight, and a second controlled NOT gate is applied. This encodes the phase
information about the edge weights into the quantum state of the system. After circuit execution, the qubits are measured in the standard computational
basis, and the resulting probability distribution allows the selection of the most probable partition as an approximate solution to the problem. Experimental
studies conducted on quantum processor simulators have demonstrated that the proposed algorithm achieves accuracy comparable to the Variational
Quantum Approximate Optimization Algorithm (QAOA) while significantly reducing computation time due to the absence of iterative parameter
optimization. Moreover, as the graph size increases, the algorithm's runtime grows considerably slower compared to classical brute-force approaches
and QAOA, confirming its potential for solving medium-sized Max-Cut problems.

Keywords: Max-Cut, quantum algorithms, QASPA, superposition, phase shifts, QAOA, quantum programming.
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AHAJII3 BIIMBY IIONEPEJHbOI'O BITHOBJIEHHSI 3AIIYMJIEHUX 30BPA’KEHD
ABTOEHKOJEPOM HA TOUHICTb KJTACH®IKALII CNN

Y po06oTi JoCTiIKEHO BILIMB IIONEPEAHBOr0 BiTHOBICHHS 300paXkeHb 3a JOMOMOTOI0 JIeHOH3HHroBoro aBroeHkoaepa (DAE) Ha TouHicTh Kinacu ikarii
3ropTKOBOIO HelipoHHOI0 Mepesketo (CNN) Ipu pi3HUX TUMAX IIyMiB. AKTYaIbHICT TEMH 3yMOBJICHA TUM, 1[0 B PEaIbHAX YMOBAX ONTHYHI 300pakeHHs
YacTO MICTSTh CIIOTBOPEHHS, CIPHYMHEHI 3MIHOIO OCBITJICHHS, BiOpALIisIMH, PyXOM Kamep Ta iHIIMMH (aKkTOpamH, IO iCTOTHO YCKJIAJHIOE 3aBIaHHS;
posmi3HaBaHHS 00’ekTiB. Tpanuuiiiai QLIBTpH He 3aBXKIM 3a0€3MEUYIOTh JOCTATHIO SIKICTh OUUIIEHHS Ta MOXYTh IPH3BOINTH O BTPATH BAXIMBHX
CTPYKTYPHHX O3HaK. Y 3B’s3Ky 3 IIMM BHKOPHCTaHHS DIIHOOKMX HEHPOHHHX MEpexX, 30KpeMa aBTOCHKOJEPIB, ITOCTAE IEPCIIEKTHBHUM HAIPSIMOM
ITABHIIEHHS CTIfIKOCTI aITOPUTMIB KOMIT FOTEPHOTO 30y [0 IIyMiB pi3Hoi npupoau. Y mociimkenHi Bukopuctano natacer CIFAR-10 Ta peanizoBano
JIBOKOMIIOHEHTHY MOJEJb: aBTOCHKOJep Julsl momnepennboro ounmieHHs Ta CNN s kinacudikanii. Hapuennit aBToeHKonep BiTHOBIIIOE CTPYKTYPY
300pakeHHs MicIs BIUIMBY IayCCiBCHKOT0, IMITYJIbCHOTO, ITyaCCOHIBCHKOT0 a00 CIEK IIyMiB. Byio mpoBeneHo Tpu cepii eKcriepuMeHTiB: KiIacupikaris
YHCTUX 300paXkeHb, Kiacudikalis 3alIyMICHHX JaHUX 0€3 OUUILEeHHs Ta KiIacHiKallist micist OnepeAHbOro BiTHOBICHHS aBTOCHKOAEPOM. PesymbraTn
NoKa3aiy, o Ha ynctux gaHux CNN nemoHcTpye TouHicTh 70,37%, IpoTe IPH BHECEHHI IIyMiB TOUHICTH 3HIDKYEThCs 10 30-59% 3amexHo Bix THITY
crioTBOpeHHs. Ilicist 3acTocyBaHHSI aBTOEHKOJEpa TOYHICTH Kiacubikamii 3pocna 1o 56—60% Ha Bcix BHAaxX IIyMiB, a HaiOinbIIe MOKpamieHHS
BIZI3HAYEHO IS TAyCCiBCBKOTO IIyMy 3 BHCOKOIO [ucrepciero. OTpuMaHi pe3yabTaTd MiATBEPIKYIOTh, [0 BUKOPHCTAHHS aBTOCHKOIEPA SIK CTAIy
MOTIEPETHBOTO BiZTHOBIICHHS € €)EKTHBHUM METOJIOM ITiIBHIICHHS TOYHOCTI Kiiacuikamii Ta 3MeHeHHs Bpa3uBocti CNN mo mrymiB. Takuit minxin
3a0e3reuye Kpale y3araJbHeHHs Ta CTablIbHICTE POOOTH CHCTEMH, IO OCOOJIMBO BXKIIMBO JUIS 3aCTOCYBAaHb Y pEIbHOMY Yaci — 30KpeMa B AMHAMITHHX
cucTeMax, poOOTOTEXHILl, ABTOHOMHOMY TPAHCIIOPTI Ta HAaBirauiifHMX KOMILIEKCaX, A€ AKICTh ONTUYHUX JAHHX YACTO € HECTAOLIBHOIO.
Kio4oBi c10Ba: aBTOGHKOIEP, 3rOPTKOBA HEHPOHHA Mepexka, IIyM, Kiacudikamis, KOMIT' IOTepHHI 3ip, IHTeIeKTyaIbHII aHali3 300pakeHb.

Beryn.

VY cy4yacHOMY CBiTi HU(POBI 300pakeHHS € HEBiJ €M-
HOIO YaCTHUHOIO MPAKTUYHO BCiX chep JTACHKOT TisTbHOC-
Ti — BiJJ MEAMUHMHU W TPAHCIOPTY JO MPOMHCIOBOCTI,
OCBITH Ta pO3Bar. 3 pO3BUTKOM TEXHOJIOTiIH KOMII I0Tep-
HOTO 30py Ta MallIMHHOT'O HABYaHHS 300pa)KEHHS CTaJIM He
mume 3acoboMm mepenadi iHdopMmarii, ane W KIIOYOBHM
JOKEPEJIOM JIaHUX UISl IHTENEKTyaJIbHUX CHCTEM. 3aBISIKH
HEWpPOHHUM MepekaM KOMIT FOTepHI CHUCTEMH ChOTOJHI
3MaTHI iMeHTH(IKyBaTH 00’€KTH, BH3HAYATH IXHI MEXI,
pO3IIi3HABATH CIIEHHW, BUSBISITH aHOMAJii Ta IeHEpyBaTH
HOBI Bi3yaJbHi JIaHi.

IIpoTe Ha mnpakTHili 300paXEHHS YacTO MICTATh
CHOTBOpPEHHS: LIYM, apTedakTu, po3MUTIiCTh Tolo. OnTu-
YHI 300payKeHHs, OTPUMaHI il Yac ypaBiHHSI PYXOMUMH
JUHAMIYHUMHU CHCTeMaMH (JIpOHHM, POOOTH30BaHi ILIaT-
(dbopMH, aBTOHOMHI TPAHCIOPTHI 3aCO0M), YacTO MICTSTh
LIyM, CIIPUYMHEHUH PyXOM, KOJIMBaHHSAM KaMepH, 3MiHOIO
OCBITJICHHS Ta 30BHIIIHIMH 3aBajJaMH, IO YCKJIAJHIOE
po3mizHaBaHHS 00’€KTIB y pexumi peanbHoro uacy. Lli
CIOTBOPEHHSI MOXKYTh OYTH BHSIBJIEHI, HallpHUKIa[, y Mpo-
neci 3WoMKH, mepenaBaHHs abo o0poOku poTo Ta Bimeo,
Yyepe3 10 BOHM 3a3HAIOTH CIIOTBOpPeHb. OHIEI0 3 KIIIOYO-
BHUX TPOOJIEM € IIIyM, II0 YCKJIaHIOE€ aBTOMATHYHE PO3IIi3-
HaBaHHA 00 €KTiB Ha IUX 300paXeHHAX. TOMY CTBOPEHHS
Mojienel, 31aTHUX e(heKTUBHO MPAIIOBATH y 3aIIyMJICHUX
YMOBaxX, € BaXJIMBOIO 33Ja4el0 Cy4acHOr0 MAaIlIWHHOTO
HaBYaHHSI.

3aBraHHA 3 00POOKHM TaKUX 300paKEHb Ma€ 0COOIIIBE
3HaUeHHs y c(epi MAIIMHHOTO HaBYaHHS, a/Ke SIKICTh

BXIiJJHHX JaHUX Oe3MocepeqHbO BIUIMBAE HAa TOYHICTH MO-
neni. Tpaguitiiiai GineTpu, Taki K MemiaHHUNA abo rayc-
CIBCBKHH, MaIOTh 0OMEXeHY €()EeKTUBHICTb 1 4aCTO MTPHU3BO-
JUITh JI0 BTpaTH BaxJIuBHX neranedl. Came ToMy cydacHi
JIOCTIIKSHHST 30CEPEDKYIOThCSI HA BUKOPUCTAHHI TIHOO0-
KUX HEHPOHHHX MEpek, 3AaTHUX CaMOCTIHHO HaBYaTHCS
BUIUIATH O3HAKHU W BITHOBIIIOBATH CTPYKTYPY 300pa)KeHHS
HaBITh [IPH 3HAYHOMY PiBHI IIyMY.

OTxe, mpoOiieMa MmokpameHHs 00poOKH 3aITyMICHUX
300pa)eHb € aKTyaJIbHOIO SIK 3 TEOPETHYHOI, TaK 1 3 Mpak-
TUYHOT TOYKH 30py. BoHa oxorniroe muTanHs (iLIBTpaii,
PEKOHCTPYKIII, cerMeHTamii Ta Kiacudikamii JaHUX Y
CKJIaJIHUX YMOBax

TeopeTuuHi 0CHOBH Ta MOCTAHOBKA 3a/1a4i.

Jlo Moneneii po3mi3HaBaHHS 300paKeHb BHCYBAIOTh-
Csl BUMOTH HE TUJIbKH BUSIBUTH 00 €KT, aJie i BiJOKPEMUTH
Horo Bi mrymy. YMOBHO 110 3a/1a4y MOYKHA PO3UIMTH Ha
JIBA eTalli: OYHIICHHA 300pakeHHS (denoising) Ta ¥oro
KiacuQikanito/cerMeHTario.

VY 3ajexHocTi BiJl THIy IIYMy MOXXHa BHU3HAYUTH
XapakTep CIIOTBOPEHHS, a TaKOX CKJIAJHICTh ITOJAJIBIIOL
00po0Oku. LllyMu po3moauIAIOTECS Ha:

® raycciBChKHil IlyM (Qaussian noise) MiCTUTH HOp-
MaJbHUA PO3MOJLT Ta TOJA€ J0 KOKHOTO IMKCEJsl BUTAL-
KOBE€ 3HAYeHHSI, Yepe3 110 300paKEHHS CTa€ MEHII YiTKHM.
Bin wacTo BHHHKae depe3 eNEKTPOHHI Tepenikoau ado
cj1abKe OCBITJIEHHS,

e immysbcHMIA myMm (Salt-and-pepper) nposBiseTh-
Csl y BUTJISAJII TIOOJIMHOKUX YOPHUX 1 O1INX MiKCEIliB, 3a3BH-
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Yail CIPUYMHEHNX BTPATOI0 JAaHMX IIiJl 4ac IeperaBaHHA
a00 MOIIKOKCHHSM CEHCOPIB;

e cmeki-myM (Speckle) 3’sBisieThes pu pobOOTI 3
KOT€PCHTHIM BHUIIPOMIHIOBaHHAM (JIa3epHA 3HOMKa, yJIbT-
pa3BYKOBa, pajapHa) i Ma€e MyJbTUILUIIKATUBHUHA XapakTep,
110 YCKJIaTHIOE HOTO BUAAICHHS;

e IyacCOHIBChKHUII ITyM (Poisson noise) xapakrep-
HUH A8 HU3BKOTO DIBHS OCBITJIEHOCTI a00 KOPOTKUX
€KCIIO3MIiH, KOJIM IHTEHCHUBHICTh CBITJIa Ma€ CTOXacTH4-
Hui posnoain [1-4].

VY pyXxoMHX AMHAMIYHHUX CHCTeMax ONTHYHA iH(Op-
Marisi 3 KaMepu HaAXOIHUTh y peasbHOMY daci, 0 TpH-
3BOJWTH JI0 MOSBH IIYMiB Pi3HOI MPHUPOIH: TayCCiBCHKUN
ITyMY BiJX HU3bKOTO OCBITIICHHS, IMITYJIBCHOTO ITyMY Yepe3
BTpATH KaJpiB, CIIEKI-IIYMY IIiJ] Ii€f0 BiOpariil Ta Myib-
TUIUTIKATUBHUX BIUTHBIB. ToMy Momeni oOpoOku 300pa-
KEHb, 5K 3a0€3MeUyI0Th CTIHKICTh JI0 IIyMY, € KDUTHYHO
BXJIMBUMH JUUIsI CHCTEM HaBirailii, cta0imizaiiii, po3mi3Ha-
BaHHS MEPEUIKOJ 1 LiJeH.

KoskeH i3 mux THIIB IIyMiB NOTpeOy€e KOHKPETHOTO
IHIMBITyadbHOTO MiIXOAYy 10 OOpOOKH, a YHiBepcalbHI
METOJM Ha OCHOBI IJTMOOKHX HEWPOHHHX MEpexX I03BO-
JISTIOTH JOCSATATH CTa0lIbHAX Pe3yIbTaTiB HABITh O€3 mote-
PEOHBOTO 3HAHHS NPHPOAH LIYMY.

3roprkoBi Heiiponni mepexi (Convolutional Neural
Network, CNN) — oxuH 3 OCHOBHHMX IHCTPYMEHTIB IS
knacuikamii Ta po3mi3HaBaHHS 300pakeHb, SIKUH MPAIIOe
3aBIIIKA MEXaHI3MY 3rOPTOK 1 JO3BOJISIE BUIIIATH JIOKAJIbHI
o3naku. CNN mpartoroTs Ha OCHOBI iEpapXi4HOTO BU/IIJICH-
Hs1 03HaK. CrioyaTky BUSBIISIOTHCS HU3bKOPIBHEBI O3HAKH
a00 XapaKTepUCTUKH, HANPHUKIIAJ T'PaHi, MOTiM, POCyBa-
FOUHUCH TIUOIIE Y MEPEXKY PO3Ii3HAIOTHCS OCOOIMBOCTI BU-
LIOTO piBHSA, Taki sk popmu Ta 06’ exTh. IlepeBaroro CNN
€ BHCOKa TOYHICTh Kiacuikaiii, 0co0IuBO mpu poOoTi 3
BEJIMKMMH Habopamu JNaHux. [IpoTe mpu 3Ha4HOMY piBHI
IIyMy MOJENI MOXYTh IUTyTATH TEKCTYpHI apTe(akTH 3
O3HaKaMH 00’€KTa, M0 NPU3BOAUTH O 3HIKCHHS TOY-
HOCTI.

TakuM 4YMHOM, 3ajaya JAOCITI[PKEHHS IMOJsirae y
BHU3HAYEHHI BIUIMBY MONEPEIHBOI 00pOOKH 300paskeHHs, a
came OYHINEHHsI BiJ IIYMIB, HA TOYHICTh MOJCIICH Kiacu-
¢ikauii Ha OCHOBI 3rOPTKOBOI HEHPOHHOT MEpeKi.

I'nuboxi Helipomepe:xeBi Moneai 1Jsi 00poOkm
300paxeHsb i3 HIyMOM.

st 60poTHOH 3 IIyMOM 4acTO BUKOPHUCTOBYIOTH I10-
nepeaaro ¢itpTpanito adbo noexHandas CNN 3 aBTOeHKO-
JiepaMH, sIKi BUKOHYIOTb OUHILEHHsI BXIIHUX AaHUX [5].

ABTOEHKOZIEp — II€ TUI HEHPOHHOI Mepexi, Mo
HaBYA€ThCS CTHCKATH BXiJHI JaHI y KOMIIAKTHE IIpel-
craBieHHs (encoding) i MOTIM BiJHOBIIOBATH iX Haszax
(decoding). Takwii miaxif 103BOJISIE MEPEXKi BUNTHUCS BUTS -
rati HaWBaxmuBirm o3Haku. Okpemuii Tum — denoising
autoencoder (aBTOGHKOJEp /Ul BUAAJIEHHS IIYMY) — CIIe-
iaJhbHO HABYAETHCS HA Mapax ‘‘3alrymjeHe — 9ucte” 300-
paxkeHHs1, 11100 BiHOBJIIOBATH MOYATKOBY CTPYKTYPY [6].

IlepeBara BUKOpUCTaHHSI aBTOSHKOJEPIB MOJATAE Y
3MaTHOCTI e(eKTHBHO 3MEHIIYBAaTH BIUIMB IOyMmMy 0e3
BTpaTH ApiOHMX aeTanei. Hemomikom € e, 110 cam 1o co6i
ABTOCHKOJIEp HE BHKOHYE KiacH(ikallilo, TOMY 4YacTo
BUKOPHUCTOBYEThCsl sIK morepeaniii eranm 3 CNN abo
IHIIUMH MOJICIISIMH.

Mepexi U-Net BUKOPHCTOBYIOTBCS JIJISI CETMEHTAITi1
300pakeHb 1 MOKYTh TOYHO JIOKAJII3yBaTH 00’ €KTH, HABITh
MIPH HAsIBHOCTI MIYMY. 3aBASKH CHMETPHYHIA CTPYKTYpi Ta
MexaHi3MaM 30epexkeHHs geraneit (skip connections), U-
Net edekTHBHO BiJIHOBJIIOE CTPYKTYpY 00’€KTa i 4yIO0BO
Npalloe HaBiTh Ha HEBEIMKHX HaOopax NaHMX 1 Bin3Ha-
Y4a€eThCsl BUCOKOIO TOYHICTIO JIOKai3arii 00’ eKTiB.

Bapro Big3HauuTH, 110 3aBASKH 3aTHOCTI BiJHOB-
JIIOBATH CTPYKTYPY HAaBiTh 13 MOIIKOJKEHHX 300pa)KeHb,
U-Net yacTo BUKOPHCTOBYETBHCS JUIsl CErMEHTAIlil Ta O4H-
IIEHHS 3aIIyMJICHUX MEIUYHUX 300pakeHb, IPOTE € IEB-
HHMH HEIOMIK, a caMe 3Ha4YHa OOYHCIIIOBAJIbHA CKIAAHICTh
Ta oTpeda y BEIMKHUX pecypcax Jjisl HaB4aHHSA, 0COOIHUBO
TpH poGOTi 3 BETTMKAMH 300pakeHHSIMH [7].

ApxiTekTypa Momeni TiauboKoro HauyauHs Vision
Transformer (ViT) mepeHocuTsh imei TpaHChOpMEpIB,
YCIIIIHUX B 0OpOOILi TEKCTIB, Y rajgy3b KOMII IOTEPHOTO
30py. 3aMicTh 3ropTokK, ViT BHKOPHCTOBYE MeEXaHi3M
camoyBaru (self-attention), sikuii 103BOJISIE BpaXOBYBaTH
r00abHI 3alIe)KHOCTI MK YacTHHaAMH 300paxeHHs. L[s
apXiTeKTypa MoKa3ye BHCOKY TOYHICTh Ha BEJMKUX Ha0O-
pax maHuX, mpote, Tak camo sk i st U-Net, nns HaBuanas
noTpiOHI 3Ha4HiI pecypcu. [Ipm oOmexxeHux manmx ViT
Moke moctynatrcsi CNN gepe3 HeIOCTaTHIO JIOKATi3alliio
o3Haxk [8].

Takox He MOXHa OOIWTH CTOPOHOIO TOW (PaKT, IO
HPOTSATOM OCTaHHIX POKIB 3HAaYHOT'O NMOLIMPEHHS HaOyJIH
momeni nudysii (Denoising Diffusion Models). Bonu
MPAIOI0Th 32 MPUHIIMIIOM ITOCTYIIOBOTO A0/IaBaHHS IIYyMY
IO 300paKEeHHSI, a MOTIM HABYAIOTHLCS BiHOBIIIOBATH HOTO
y 3BOpPOTHOMY HampsiMky. Lleit mporec m03BoJsIE MOeTi
“HaBYMTHCS” OYMINATH OYyJIb-SKi THIIU CIIOTBOpEHb. Mojie-
i udy3iil JeMOHCTPYIOTh HAIA3BUYAWHO BHCOKY SIKICTh
PEKOHCTPYKLIi Ta ChOrOJHI BUKOPUCTOBYIOTHCS HE JIMILE
JUIsl OYHMINCHHS, a W A TreHepauil HOBHX 300pakeHb
(mampuknang, y cucremax Stable Diffusion), ogHak depes
BHCOKY OOYHCITIOBAJbHY CKJIAIHICTh MOXKE OyTH oOMexe-
HOIO Y BUKOPUCTaHHI B peaiibHOMY 4aci [9].

Peanizauisn npouecy ouniieHHsi Ta Kjiacupikauii
300pakeHb.

Jnst mpoBelieHHsT TOCHI/PKEHHsT Oyjia BHKOpHCTaHa
MoBa nporpamyBanus Python [10] ta 6iGmioTexu st
po6OTH 3 300paXKeHHAMH | HEHPOHHHUMHU MEPEKaMH

e TensorFlow — mis moOymoBM Ta HABYAHHS HEM-
POHHOI Mepexi;

e  NumPy — st 06poOKH TaHUX;

o Mathplotlib — x5 Bisyanisauii pe3ynbraris;

e Scikit-image — mns renepauii mwymy Ha 300pa-
sxennsix [11, 12].

Jns HaB4YaHHS 1 TecTyBaHHS Mojelied Oyno BHKO-
pucrano naracer CIFAR-10, sikuii mictuth 60.000 300pa-
XeHb po3Mipom 32x32 mikcedi, po3ainernx Ha 10 ki1acis 3a
TUTIaMU 00’ €KTIB Ha 300paKEHHSX.

Byno nmoOymoBaHO TBOKOMIOHEHTHY MOJIENb 00p00-
KU 300pakeHb, siKa CKJIAaJaeThCs 3 JICHOM3MHTOBOTO aBTO-
enkozepa (denoising autoencoder, DAE) mis nonepen-
HBOT'O OUHMIIEHHS ONTUYHKX JJAHUX Ta 3TOPTKOBOI HEHPOH-
Hoi Mepexi (CNN) s nonansinoi kiacudikarii.

ABTOCHKOZICp BHKOPHCTOBYE omtumizatop Adam i
¢byukuito BTpar MSE (depe3 3aBmaHHS PEKOHCTPYKLIL).

Arosnes []. B., I'onikos M. C., Cmpineys B. €. Ananiz éniugy nonepeonsbo2o 8i0H08NeHHS
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Moro apxiTekTypa — CHMETpHUHA 3TOPTKOBA CTPYKTYpA,
IO CKJIAJAEThCS 3 JBOX YACTHH: SHKOIEPY Ta IEKOIepy.
Enkonep meperBoproe BXimHe 300pakeHHS 32%x32X3 vy
KOMIIaKTHE TIPEICTaBICHHA 8X8%64, 00 BUTATHYTH KOM-
MaKTHE Ta CTiiiKe 0 LIyMYy JIATeHTHE MpPEACTaBJICHHS. A
JIEKOZIEp y CBOIO UEpry PEKOHCTPYIOE OduIleHe 300pa-
YKEHHSI 3 JJATCHTHOTO IPE/ICTABICHHS.

CNN BHKOPHCTOBYETBCS K KJIACH(DIKATOP ITICIIS OUH-
ILIEHHS 300pakeHb aBTOSHKOAEPOM. ApXITEKTypa 3rOpTKO-
BOI HEHPOHHOI MEpeXi CKIagaeTbcs 3 IBOX 3rOPTKOBUX
6mokiB (Conv2D — MaxPooling), siki popmytoTs 6arato-
piBHEBe MpENCTaBICHHS 300pakeHHS, Ta IIBOX IIOBHO-
3B’SI3HMX MIapiB sl kinacudikamii. Mogens Mae 32 Ta 64
(GUTBTPH B 3rOPTKOBHUX IIApax BiAIOBiTHO, BHKOPHCTOBYE
¢yskmiro aktuBanii ReLU, a Ha 3aBepmambHOMY eTari
3acTOCOBYE softmax 1y po3mnoziny iWMoBipHOCTEH Mix 10
kinacamu. JlomaBanus miapy Dropout 3i 3Hauennsm 0.3
JIO3BOJIMIIO CYTTEBO 3MEHIIUTH PU3UK TIEPCHABYAHHSI.

ExcnepumenTajbHi pe3yiabTaTu Ta ix aHanis. Ha
MEepIIOMY eTari 0yJI0 mpoBeAeHO 0a30Be HABYAHHS 3rOPT-
KOBOI HEWPOHHOI Mepexi 0e3 )KOIHOTo IIyMy Y BXIZHHX
JaHuX. MeTa LBOTro eTalmy — BH3HAYUTH 0a30BY TOYHICTbH
kiacuikamii IS MOAaIBIIOTO TOPIBHAHHS 3 pe3yibTa-
TaMH Ha 3aI0yMIICHUX JaHUX.

PesynpTaTil Mokasan, IO MOAENTb AOCATAE TOYHOCTI
0.7037 (70.37%) ©Ha TecToBiil BuOipmi 6e3 mymy. lle €
THUIIOBUM 3HaueHHAM Ui 6a30Boi CNN, HaTpeHOBaHOT Ha
CIFAR-10 6e3 crerianbHOi onTrMizaiii. JlaHe 3HaYeHHS B
paMKax JociiJkeHHs OyJo BHOpaHe SIK €TaJlOHHa TOYKa
JUISl TIOAJIBIINX EKCIIEPUMEHTIB.

Ha npyromy erari 0yiio mpoBEJEHO CEpiro eKcrepu-
MEHTIB ISl BU3HAYCHHS, SIK Pi3HI THUIIM LIyMY BIUIMBAIOTh
Ha TOYHiCTh Kiacu(ikamii. [isg 1mpOro a0 TECTOBHX
300paxkeHs CIFAR-10 Oyio mTydHO JOdaHO KUTbKA THITIB
IIyMiB:

e (Gaussian noise — BUIAAKOBI KOJMBaHHS SICKpa-
BocTi mikceniB (6 = 0.1, 0.2);

e Salt-and-Pepper noise — mooanHOKI 4OpHi Ta Oimi
miKCel;

e Speckle noise — MyTbTUITIKATHBHUIN ITIYM, SIKH
JIOJTA€ 3ePHUCTICTD;

e Poisson noise — croxacTuyHi (GayKkTyamii iHTEH-
CHUBHOCTI, XapakTepHi I CITa0KOTO OCBITICHHS.

[icna nogaBanns mrymiB moxens CNN TectyBasacs
0e3 >KOIHOTO TOTepenHboro ouummeHHs. OTpuMaHi pe-
3yJIbTaTH HABEJCHO HIDKYE B Ta0xI. 1:

Tabmurs 1 — IToka3HUKH TOYHOCTI I PI3HUX THIIIB IIyMiB

Tun mymy TounicTs
Gaussian (6=0.1) 0.5295
Gaussian (6=0.2) 0.2968
Salt & Pepper 0.4993
Speckle 0.5942
Poisson 0.5890

SAx BumHO 3 Tabm. 1, yci TWOM OIyMy TpU3BETH IO
3HWKCHHS TOYHOCTi, MPUIOMY HAHOINBIINI HEraTHBHUI
BIUIMB MaB TayCCIBCBKHIl IIYyM i3 BHUCOKOI JIHCIIEPCIEI0
(0=0.2), me TouHICTH Bmajga Maike yaBiui. Haiimenie
MOTIpIIEHHsT BiAOYJIOCS MpPU MYacCOHIBCBKOMY Ta CIIEKII
IIyMi, OCKUIBKM IXHIfl BIUIMB MEHII pYHHIBHUE JUIst
JIOKIBHUX KOHTYPIB 1 TEKCTYP.

OTpuMaHi pe3yJabTaTd CBiUaTh PO TE, IO 3rOPTKOBI
Mepexi, He3BaXarouW Ha 3IaTHICTh BUIUIATH JIOKAIBHI
03HAaKH, 3JINIIAIOTECS BPA3IMBUMH 10 CIIOTBOPEHb TAHHX,
SKIIO TOTIEPETHRO HE TPOBOAUTHCS (inmbTparis abo
HOpMaJi3allis BXiTHOTO 300paKeHHS.

Ha tpetbomy erami Oyi0 mMpoBEACHO AOCITIIHKESHHS 3
BukopuctanHsM DAE — HelipoHHOI Mepexi, 3aaTHOT
HABYATHUCS BIITHOBJIIOBATH YKCTE 300PAXKCHHS 13 3alyMIIe-
HOTO.

ABTOEHKO/Iep OYJI0 HAaBYCHO Ha Mapax ‘‘3anrymiyieHe —
gucte” 300pakeHHsT 3 TraycciBcbkuM I1rymom (0=0.1).
[Ticnst HaBUaHHS MOJENb BUKOPUCTOBYBasacs AJIsl OYM-
IICHHS TECTOBUX 300pakeHb 3 PI3HUMH THUIIAMH ILIYMY
nepen nofadero ix 1o CNN, mo 3anuinanacs He3MiHHOO.
Pesyneratu TectyBannas CNN moka3zani Ha puc. 1.

[opiBHSHO 3 APYrUM €TarmoM AOCIIJUKEHHS, BHIHO
CYTTE€BE IIOKpPAIlCHHS TOYHOCTI Yy BCIX BHIAAKaX.
Hanpukmnan, mis raycciBepkoro mymy 3 6=0.2 TOYHICTB
3pocia 3 0.2968 no 0.5635, To6TO0 Maibke BaBiui. lle
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MiATBEPAXKYE, IO TOTEPEAHE BUKOPUCTAHHS aBTOCHKO/IE-
pa Moxe e()eKTHBHO 3MCHIITYBAaTH BIUIMB IIIyMY, ITOKpAIILy-
09 POOOTY 3TOPTKOBOI MEpEexKi.

3arayioM pe3ynmbTaTH MHCIs OYHINEHHS CTadimizy-
Bajucs B Mexax 0.56-0.62, sk mokaszano Ha puc. 2. Ile
CBIIYMTH NPO 3MEHIIEHHS PO3KHIY TOYHOCTI MK PI3HUMH
TUIaMH IIYMIB 1 MiJABUIIEHHS Y3arajbHIOIY0i 3JaTHOCTI
MOJEIIEH.

CTPYKTypH 300pakeHHs, HEOOXigHOi I KOPEKTHOL
pobdoru CNN. Takum UYWHOM, TPOBEACHWH aHANI3 Mix-
TBEPIUKYE, IO TOTEPEIHE BiTHOBICHHS 300paKeHb aBTO-
EHKOJIEpOM € Ji€BUM MEXaHi3MOM IiJIBUIICHHS TOYHOCTI
Kiacudikanii B yMoOBax UIyMiB pi3HOT MPUPOAN.

OTpumaHi pe3yJIbTaTH MOKa3yIOTh, IO KOMOIHAIiS
aBToeHkozepa Ta CNN Moxe OyTH BUKOpPHCTaHa JUIs
IIBUILEHHS CTIHKOCTI CHCTEM KOMIT FOTEPHOTO 30Dy, SIKi
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To4ka BMMipoRaHHE (V)

Puc. 2. [TopiBHAHHS TOYHOCTI MOAENEH

3 ommamy Ha OTPUMAaHI pe3yNbTaTH, IHTErparlis
aBTOKOYBaJIbHUKA SIK €TaIly MOIepesHboi 0O0poOKH €
e(pEKTHBHOIO I TOOYAOBH HAIiHHUX CHCTEM KiIachudi-
Kallii 300paxeHb, 30KpeMa y peaJbHUX YMOBaX, /1€ SKICTh
JAaHUX HEe MOKe OyTH rapaHToBaHa. Takwil mimxin 3a0es3-
medye OaraHC MiXK BHCOKOKO TOYHICTIO (HAOIIKEHOIO 1O
4uCcTOl MOJENi) Ta HEOOXiJHOI CTIMKICTIO 0 pi3HOMa-
HITHHUX IIYMIB.

BucHoBku. Y nocmifkeHHi Oyj0 IPOBEAECHO TPHU
€KCIIEPUMEHTH, CIIPSIMOBaHI Ha aHaji3 BIUIMBY IMoONepe-
JHBOTO BIJTHOBJICHHS 300paKeHb aBTOEHKOAEPOM Ha
TOYHICTH KJIacH(iKaIlii 3rOpTKOBOIO HEHPOHHOK MEPEKEIO
(CNN) npu pi3HHX THIIaX ITyMiB.

[epmmit excriepuMeHT BU3HA4YMB 0a30BY TOUYHICTBH
pobotu CNN na ynctux ganux CIFAR-10, mo cranoBmia
70,37%. Lle 3HaueHHs OyJI0 BUKOPHCTAHO SK €TAJOH JUIs
MOJAJBIIOT0 TOPIBHAHHS PE3yJbTATIiB Ha 3alIyMJICHHX
300paKEeHHSIX.

Jpyruii ekcrnepuMeHT [oKa3as, 1110 JOAABAHHS LIYMY
CYTTEBO 3HWXKYE TOUHICTh KJIacHpiKamii: 3aJIe:HO BiJ THITY
yMy BOHa KosmBayacsi y Mexax 30—68%. Take magiHHs
JIEMOHCTPYE BHCOKY BpasnuBicTh CNN 10 CIIOTBOpEHb y
Bi3yalbHUX HAaHUX Ta MiATBEPIKYe HEOOXIMHICTH MiJCH-
JICHHSI CTIHKOCTI MOJIeNielf KOMIT IOTEPHOT'0 30py B yMOBax
JerpaaoBaHoi iHpopMarrii.

Y TperboMy eKCHEepHMEHTI 300pakeHHs Iepen
KJIacuQiKaliero MpOXOJWIM MONEpeTHE BiJHOBICHHS 3a
JIOIIOMOT'0I0 JICHOW3WHIOBOrO aBToeHKojepa. Orpumani
pe3yNbTaTH MOKa3all CyTTEBE MiABUILEHHS TOYHOCTI — 10
56-60% Ha Bcix THmax mrymiB. L{e CBITYMTH MPO Te, IO
aBTOCHKOJIEP 37aTeH c(EKTUBHO KOMIICHCYBAaTH HEraTHB-

NPaLIOIOTh y CKJIAAi AMHAMiYHUX cucTeM. Lle no3BonuTh
MOKPAIIUTH SKICTh iMeHTH(iKaMii 00’ €KTIB Y pealbHOMY
Yyaci HaBiTh 3a YMOBH 3HAYHHX CIOTBOPEHb ONTHYHUX
CHTHAJIIB, 1110 € BKIUBHUM [Tl 3a/1a4 HaBirawii, KepyBaHHs
PYXOM, CYIIPOBOAY 00’ €KTIB Ta YHUKHCHHS 31TKHEHb.
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ANALYSIS OF THE IMPACT OF PRELIMINARY NOISY IMAGE RESTORATION BY AUTOCODER ON
THE ACCURACY OF CNN CLASSIFICATION

The paper investigates the impact of preliminary image restoration using a denoising autoencoder (DAE) on the classification accuracy of a convolutional
neural network (CNN) under various types of noise. The relevance of the topic is due to the fact that in real conditions, optical images often contain
distortions caused by changes in lighting, vibrations, camera movement, and other factors, which significantly complicates the task of object recognition.
Traditional filters do not always provide sufficient cleaning quality and can lead to the loss of important structural features. In this regard, the use of
deep neural networks, in particular autoencoders, is a promising direction for improving the robustness of computer vision algorithms to noise of various
nature. The study uses the CIFAR-10 dataset and implements a two-component model: an autoencoder for preliminary cleaning and a CNN for
classification. The trained autoencoder restores the image structure after exposure to Gaussian, impulse, Poisson, and speckle noise. Three series of
experiments were conducted: classification of clean images, classification of noisy data without cleaning, and classification after preliminary restoration
by the autoencoder. The results showed that CNN demonstrates an accuracy of 70.37% on clean data, but when noise is introduced, the accuracy drops
to 30-59% depending on the type of distortion. After applying the autoencoder, classification accuracy increased to 56-60% for all types of noise, with
the greatest improvement observed for Gaussian noise with high dispersion. The results confirm that using an autoencoder as a preliminary restoration
step is an effective method for improving classification accuracy and reducing CNN vulnerability to noise. This approach provides better generalization
and stability of the system, which is especially important for real-time applications—in particular, in dynamic systems, robotics, autonomous transport,
and navigation systems, where the quality of optical data is often unstable. The study demonstrates the promise of integrating restoration and classification
models into a single structure to improve the performance of computer vision systems in challenging conditions.

Keywords: autoencoder, convolutional neural network, noise, classification, computer vision, intelligent image analysis.
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TH®OPMAIIMHA CUCTEMA JIJIA BABOPY OIITUMAJIBHOT'O BAPIAHTY
JOAPYKAPCBKOI'O OITPAIIIOBAHHS 'ABETHUX BUIAHDb

IpoaHai3oBaHO OCOONMBOCTI JOAPYKAPCHKOTO OIMpAIFOBAHHS Ta3eTHHX BHaHb, SIK B)XKJIMBOTO €TAIly BHIOTOBJICHHS IEPIOAMYHOI APYKOBAaHOL
npoaykuii. Busnadeno I[lapero-ontumanbHi (GakTopu 3 BHCOKHM PiBHEM MNPIOPHUTETHOCTI BIUIMBY HA SIKICTh JOCIIIKYBaHOTO MPOLECY: PO3MIpHI
napaMeTpH, MaKeTyBaHHs, KOMIIO3ULIHHO-Tpadiune opopMIeHHs, BepcTaHHs. 3AiHCHEHO MonapHe MOPiBHAHHS (aKTOpiB Ha OCHOBI LIKAJIU BiIHOCHOT
Ba)KINBOCTI. BHacHinok HopMasizanii KOMIIOHEHT TOJIOBHOTO BJIACHOTO BEKTOpPa MATPHII MIONAPHHUX HOPIBHSHE OEP>KaHO BAaroBi 3HaYEHHS (aKTOpiB.
3nificHeHO MepeBipKy KOPEKTHOCTI pO3B’si3aHHsI 33124l 38 KpUTEPIsIMU HOpMaJIi3allii. 3aIpOEKTOBAHO TPH AIbTEPHATUBH JOAPYKAPCHKOTO OMPAIIOBAHHS
razeTHUX BujaHb. CTYMiHb BIUTHBY KOXKHOTO (paKkTopa B MEkKaxX BHOKPEMIICHHX aJbTEPHATHB MOJAHO y BiICOTKAX. 3MiHCHEHO MOPIBHSIHHS IMOBIPHUX
IBTCPHATHBHHUX BapiaHTIB JOAPYKApPCHKOrO ONPALIFOBAHHS I'a3CTHHX BHIAaHb HA OCHOBI HEYITKHX BiJHOIICHb MEPEBard 3a KOXHHUM (DAKTOPOM.
CdopMoBaHO MaTpHLli BiJHOIICHB aJbTEPHATHB, B IKMX OMHMIIS BKa3ye Ha HAsIBHICTb lIepeBark abo TOTOXKHICTb, a HyJIb — Ha 1i BigcyTHicTh. [IpoBeneHO
3ropTaHHs BifHOLICHb (akTopiB. OneprKaHO Heply MiAMHOXKHHY HEIOMIHOBAaHMX anbTepHaTHB. HacTymHe 3ropTaHHs 34ifiCHEHO 3 BpaXxyBaHHSIM Bar
(akropiB. OxepkaHo 3HAYCHHS (YHKLIH HAJICKHOCTI Ta IPYry MHOKHHY HEIOMIHOBAaHHMX ajbTEpHATHB. Pealli3oBaHO NEPETHH JBOX HEIOMIHOBaHHX
MHOXHH Ta OTPUMAHO (YHKIIIO HAJIEKHOCTI 00’ €THAHOT MHOKHHH. 3HAa4YeHHs Li€i GYHKIII BioOpaXKaloTh BATOMICTh 3aIPOEKTOBAHUX aJbTEPHATHUB,
TOOTO piBeHb iXHBOI onTHManbHOCTI. HalikpaloMy BapiaHTy AOAPYKapchbKOrO ONPAIFOBAHHS IA3€THUX BUJaHb HAJIKHTh MAKCHMAJbHE 3HAYCHHS
¢yHKLii HaneKHOCTI. BH3HAYEHO, 110 ONTHMAIBHIM BapiaHTOM JIOAPYKapChKOTO OIpAILOBAaHHS Ia3eTHHX BHAAHb € TPETil 3 3ampoexroBaHux. Ha
OCHOBI 3alIPOIIOHOBAHOI METOIMKH PO3po0IeHO iH(OpMawiiiHy cucTeMy [Uuis BUOOpPY ONTHMAJbHUX AbTEPHATHB JOAPYKAPCHKOTO OIPALFOBAHHS
ra3eTHUX BUIaHb. [IpaKkTHYHA IIHHICTH MOCIIKEHHS MOJSIrac y 3abe3redeHHi OOIPYHTOBAHOrO BHOOPY e(pEeKTHBHOTO CIOCO0y MOAPYKapCHKOTO
OIIPALIFOBAHHS Ta3eTHUX BUIAHb Ta, BIMOBIIHO, ITiABUICHHS IPOAYKTUBHOCTI BUPOOHUYOTO mpowecy. [IepCreKTHBY MoaIbIIoro PO3BUTKY I1OB’s13aHi
3 PO3LIMPEHHSIM MHOXHHH BXIJHUX IapaMeTpiB 3a PaxyHOK BKJIIOYCHHS YaCOBHX i peCYpCHHX OOMEXEHb, a/lalTalli€ro po3po0IeHOI MOJENi 10 yMOB

11 (POBOro BUAABHUYOTO CEPEIOBHUIIA, & TAKOXK IHTErPALi€l0 METOAIB HEYITKOI JIOTIKH i3 Cy4aCHUMHM iIHCTPYMEHTaMU MAIIMHHOTO HABYaHHSI.
Kaio4oBi coBa: nonpykapchbke ONPAIFOBAaHHS, ra3eTHEe BHAAHHS, OaraTtodakTopHa ONTHMI3alis, HEUiTKe BiIHOLIEHHS HepeBard, po3MipHi
napaMeTpH, MaKeTyBaHHs, KOMITO3ULIHHO-rpadiuHe 0GpOopMIICHHS, BEPCTAHHS, albTePHATHBA.

Beryn. Tazera — me pi3HOBHA HeEpiOIMYHOIO
JPYKOBAHOTO BUJAHHS, 1110 MPU3HAYEHE IS ONIEPaTHBHOTO
iH(pOPMYBaHHS MIUPOKOI YUTAIBKOI ayAUTOPIl TIpo moii y
pi3HUX cdepax CyCHUTBHOTO XHUTTSA. ToOTO, Ta3eTH BUKO-
HYIOTb (PYHKIIT TpaHCIAIi1 HOBHHHOTO KOHTECHTY, (hopMy-
BaHHs TPOMAJICbKOI IYMKH Ta KYyJbTYpHOTO 30aradyeHHs,
10 3YMOBJIIO€ aKTyaJbHICTh JOCITIHKEHHS TEXHOIOTTYHIX
NPOILIECiB BUTOTOBJICHHS, 30KpeMa JI0JIPyKapChKOTO Ompa-
mroBanHs [1]. TIpoTsrom ocraHHiX POKiB MIBUAKUIM poO3-
BUTOK MeJlia, 0COOJIMBO IHTEPHET-CEPBICiB, CYTTEBO 3MiHHB
CUTyaIlll0 Ha PUHKY IpyKOBaHWX raszer. Kommawii, sKi
TPUBAJIMI Yac MPaIFOBANIU 33 CTATUMHU CXEMaMH, CbOTOJHI
3MYIICHI aIaNTyBaTHCS JO HOBHX YMOB: BOHHU IIyKalOTb
CydJacHi MIiAXOIW, BIPOBA/DKYIOTh HOBI TEXHOJOTII Ta
3MIHIOIOTH BHYTpIIIHI TPOIECH, MparHydd He IHUIIe
30eperTy CBOIO ayIHUTOPIt0, a i 30UIBIINTH e()EeKTUBHICTS.
TexHoJOTiI0 Ta3eTHOTO BUPOOHUIITBA (OPMYE CKIAIHA
cUCTeMa MpOLECiB, NMEPBUHHUM 3 SKUX € JIOJPyKapchbKe
omparitoBanns [2]. CydacHe miImprueMCTBO BUMAra€e mpHii-
HATTS HIBUAKHUX PIillIeHb B yMOBaxX HeBU3Ha4yeHOCTI. [Ipu
[FOMY B@XJIMBHM € BpaxyBaHHA 0a30BHX (PAKTOPIB, IIO
BILUTUBAIOTH Ha SKICTh pealtizailii aHajIi30BaHOT'0 TEXHOJIO-
riynoro npoiiecy [3]. CTyniHp BILIMBY (aKkTOPiB Ha MpoLec
TaKOX MO>KE BapilOBaTHCS 3aJIEXKHO BiJl 0OpaHOTO BapiaHTy
fioro BukoHaHHs. Came TOMy THOTpiOHO cdopmyBaTH
TEOPETHYHO BHUBAXKECHUH MiAXix 1O BUOOpY asbTepHA-
THUBHUX BapiaHTiB [4]. BaratokpurepianbHa onTHMI3alis €

6a30BOI0 KOHIIETIIEI0 B CyYaCHUX MIAX0AAX A0 NPUHHATTS
pimeHs. 3acToCcyBaHHS JAHOTO METOJY € JOLIIBHAM TIpH
HEOOXITHOCTI 00paTu HaWKpamuii BapiaHT cepel KiTbKOX
anprepHaTHB. CyTh OaraTOKpUTEpiadbHOI ONTHUMI3ALIIT ITO-
JSIra€ B TOMY, IO aIbTEPHATHBH OLIIHIOIOTHCS HE 3arajom,
a 3 ypaxyBaHHSIM KUIBKOX OKPEMHX XapaKTepUCTHK ((ak-
TopiB). Takum 4YMHOM, OaraToOKpHUTepiallbHa ONTHMI3allist
BUKOHYE pOJb HE JIMIIE IHCTPYMEHTY MaTeMaTHYHOTO
aHajizy, a ¥ MEeTOJI0JIOTIYHOI OCHOBH ISl KOMIUIEKCHOTO
MOPIBHSAHHS aqbTepHaTHB [5, 6].

AHani3z ocTraHHix AocaikeHb Ta NyOJikamii.
CywacHi WiIX0Ou [0 JOAPYKapChbKOTO OIpamOBaHHS
ra3eTHUX BUJaHb OPIEHTOBAHI HA aKTUBHE BIIPOBA/KEHHS
IUPPOBUX TEXHOJOTIH Ta IHHOBAIWHUX PIlIeHb IS TO-
KpalleHHs! SKOCTi APyKoBaHOi mpoaykii [7]. Y po6oTi [8]
JIOCJIIJPKEHO 3aCTOCYBaHHS 1H(QOpMaLiiiHUX TEeXHOJIOTIH y
BHUAABHUYOMY TIpolieci. BHOKpemsieHO OCHOBHI eTamu
PO3BUTKY KOMIT IOTEpPHHX BHJABHHUYMX CHCTEM. AKICH-
TOBAHO yBary Ha aBTOMAaTH3aIlii omepailiid, OB’ I3aHUX 3i
CTBOPEHHSIM, pellaryBaHHSM Ta MyOJiKaIli€l0 TEKCTOBHUX i
rpadigaux martepianiB. OmucaHo 3HAYEHHsS HACTUIBHUX
BUIABHUYMX CUCTEM SK IHCTPYMEHTY IIiIBUIICHHS e(eK-
TUBHOCTI TEXHOJOTTYHUX pimiensb. Y [9] posrisiHyTo 0c00-
JIMBOCTI 3aCTOCYBaHHS IITYYHOTO IHTENEKTY B mojirpadii.
OKpeclieHO OCHOBHI IIepeBaru, 30Kpema IIoJ0 A0IpY-
KapChKOT'O OIPALlIOBaHHA: e(eKTHBHE KepyBaHHs (aitna-
MH, KOMIUIEKCHA IIepeBipka TOTOBHOCTI MarepialiB 10
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JIPYKY, PO3IIHPeHi MOXKIUBOCTI penaryBanas PDF-moxy-
MEHTIB, a TAKOXK aBTOMAaTH3aIlisl PyTHHHUX 1 TPYAOMICTKHIX
ormepamniid, TakuX SIK KOHBEepTaIlist popMariB, KOPUTYBaHHS
MAaKeTiB, KOJIbOPOKOPEKIiA. 3arajioM MOCTIHKEHHS CIIpS-
MOBaHE Ha IHTerpauilo eJeMEeHTIB IITYYHOTO iHTEJEKTYy B
JIOJIPYKapChKi TPOLECH Ta HaJaHHSA BCEOIYHOTO OIsiAy
nepeBar, TPYIHOIIIB 1 MEPCHEKTUB NOAAIBIIOTO0 PO3BUTKY
B 1iid cdepi. Hatomicte y [10] 3a3naueno, mio cydacsi
pIlLICHHS MalOTh SIK O3UTHBHUM, TaK 1 HETATUBHUI BILIMB
Ha MATOTOBKY ApPYKOBaHOI mponykuii. BkazaHo Ha TeH-
JICHITII0 BiTMOBH BiJl KOPEKTOPIB, MPOOHMX BiZOUTKIB Ta
KOJIbOPOTIPOOH, a TAaKOXK HA YACTKOBY 3aMiHy aBTOPCHKHX
TEKCTIB Ha MaTepialm, 3reHepOBaHi MTYYHAM 1HTEIIEKTOM.
Bce 1e, Ha OyMKy aBTOpIB, CIIpHS€ TOTiPIIEHHIO SKOCTI
KiHIIEBOTO PE3yNbTaTy.

[IyOmikamii TakoX TPUCBSYCHI aHAi3y OCHOBHHX
KOMITOHEHTIB JIOJJPyKapChKOro ompaloBanHs. Hanpu-
KJajJ, 3HauHa yBara npuaiieHa (HOPMYBaHHIO BHCOKO-
SIKICHOTO Bi3yallbHOTO KOHTEHTY ra3eTHHX Bumas. Y [11]
NPE/ACTAaBICHO pEe3yJAbTaTH KOHTEHT-aHaji3y YOTHPBOX
Cy4YacHHMX yKpalHCBKUX JPYKOBaHHX TazeT i3 (pOKycoM Ha
Bi3yalbHI eNeMeHTH OQOpMIICHHS. 3a pe3ylbTaTaMu
aHalizy c(hOpMOBaHO MEpENiK YHHHHUKIB, IO BIUIMBAIOTH
Ha AKIiCTH (POTOUTIOCTpAIiil, SKi BU3HAYAIOThH Bi3yalbHUUN
KOHTCHT NEpiOANYHUX BHIaHb. L{i YMHHUKHM cucTeMaTH-
30BaHi Ta MOKJAIeHI B OCHOBY OOYIOBH MOJIENi BarOBUX
KoedimmieHTiB. Y pe3ynprari po3pobieHO OaraTopiBHEBY
rpadidHy MOMETb, L0 CTPYKTYPHO BimoOpakae Miclie
KO>KHOTO YNHHHUKA Ta Bi3yalli3ye B3a€MO3B’ SI3KH Mi>K HUMHU.
Takox JOCHIIKEHO KIIOYOBHIA eTar J0APYKapChKOi miAro-
TOBKHM Ta3eTHUX BHIaHb — BepcTaHHs. Poborta [12] mpu-
CBSIUEHA BHMOKPEMJICHHIO YHMHHMKIB, LIO BIUIUBAIOTH Ha
SIKICTh BEPCTAaHHs Ta PO3POOJEHHI MoJeNi iX mpiopuTer-
HOTO BIUIMBY.

OpmHak, OCHOBHA yBara MAOCIHITHHKIB 3IeOUTBIIOTO
MPUCBSYCHA JeTaii3amii OKpeMHUX TIPOILECiB AOAPY-
Kapchkoi miarotoBku. HaromicTe mpoOrema NpUHHATTS
pimeHs Tpu BUOOPI ONTHMAIBLHOTO BapiaHTy IOIpyKap-
CBKOTO ONPAIIOBaHHS I'a3eTHUX BUAAHB JIOCI 3aJIUIIA€THCS
HEBHPILIEHOO.

Mera Ta 3aBaaHHs AocaigKeHHsl. MeTow nociija-
KEHHs. € po3poOJieHHsT iH(POPMAIIHHOT cuUcTeMH JUIs
BUOOpY ONTHMAIBLHOTO BapiaHTy AOJAPYKapChbKOro ormpa-
IIOBaHHS Ta3eTHUX BUJAHb HA OCHOBI HEUITKOTO BiIHO-
LIEHHS NIepeBary.

Jnist TOCSITHEHHS TIOCTaBJICHOT METH HEOoOXiJHO po3-
B’sI3aTH TaKi 3aBJIaHHS:

— BU3HAYUTH ONITHMAJILHUN BapiaHT JOAPYKapChKOTO
OTIPALIOBaHHS Ta3eTHUX BHIAaHb HAa OCHOBI HEYITKOTO
BiZIHOILICHHSI IIepeBary;

— po3pobuTH iHpOpPMaLiiHy CHUCTEMY JUISI BU3HAUCH-
HSl ONTHMAIILHOTO BapiaHTy J0JPYKapChbKOTO OIpalloBaH-
HSI Fa3€THUX BU/aHb.

Bu3HayeHHsI ONTUMAJBLHOIO BapiaHTy J0apYy-
KapCchKOTr0 ONpaNIOBaHHS ra3eTHUX BUAAHb HA OCHOBI
HEYiTKOro BiHOLIEHHsI TepeBaru. Y TMONEPEAHBOMY
JIOCHI/DKEHHI BU3HAYEHO BaroBi 3Ha4YeHHS (aKkTopiB
JIOIPYKapChKOrO OMNpallOBaHHs Ta3eTHUX BuAaHb [13].
Bara dakropa X, (po3mipHi mapamerpu) CTaHOBHTBH

200y.0., X, (wpudrose odopmuenus)— 40 y.o., X,

(imoctparuBHe  odopmiueHns)— S5 y. o, X,
(xommo3uniiino-rpadiure opopmienns) — 120 y. o., X,
(Bepcranns) — 80 y. 0., X, (maxeryBamms)— 160 y. o.

[TpeacTaBUMO CHiBBiTHOIICHHS Bar (hakTOpiB y BHIJISAL
niarpamu (puc. 1).

Lo

I 30
I 160

Baru ¢axropis, y. o
I 200
40

I 120

X3 X4 X5 X6

daxTopu

X
a
b
)

Puc. 1. CniBcraBieHHs BaroBux 3Ha4eHb (haKTOPiB

BimmoBimHo mo mpuHnmmy Ilapero mnms aHamizy
JIOCTaTHHO BUKOPHCTOBYBATH HalJOMiHaHTHINI (akTopH.
3rigHo 3 puc. 1. [Tapero-onTHManbHa MHOKMHA Ma€ BU:
Xp ={X,, X,, X5, X} . Pemra dakropis MaioTh He3Hau-
HUH BIUTMB Ha JOCIIIIPKYBaHHUH MPOLIeC.

Hexaii 3anpoekToBaHO TpH aNbTEPHATHBHI BapiaHTH
JOIPYKapChKOTO ONpAILIOBAaHHS Ta3eTHHX BHIAHb: A, A,,

A,. Toni HacTynHuM eranoM € (OPMYBaHHS HEUITKHX

BiZ[HOH.IGHb nepesar MiX AJIbTECPHATUBAMU 3a
BHUOKPEMJICHUMU HapeTO'OHTI/IMaJIbHI/IMI/I (I)aKTOpaMI/IZ

Xp= A<hA A=AG Xy = A>A, A>AL X -
A>A, A>ALX - A=A, A <A (14
Busnaueno Barm (¢aktopiB Ilapero-ontuMansHOT

MHOXMHHM 32 METOJOM TIIOMapHOTO TIOPIBHAHHA Ta Ha
ocHoBi mkauu 3a Caari (tabum. 1) [14].

Tabmuus 1 — [onapHi mopiBHAHHS QakTOpiB

®daxropu X, X, X, X,
X, 1 3 5 7
X, 1/3 1 3 5
X, 1/5 1/3 1 3
X, 17 1/5 1/3 1

OO0unCHVBIIM 3HAYEHHST HOPMAJi30BAaHOTO TOJIOB-
HOTO BJIACHOTO BEKTOPA MaTPHIIl OAEP)KaHO TaKi yTOUHEHI
Baru: W, =0,563; w, =0,263; w, =0,117; w, = 0,055.

Kpurepii Hopmaiizawii 3HaX0AATbCA B JOMYCTHMHUX
MeXax, TOX Barm (akTOpiB € KOPEeKTHHMH Ta He
MOTPeOYIOTh T0AaTKOBUX EKCIIEPTHUX OIIiHOK.

Jnst BU3HAUEHHST MHOKUHU HEJIOMIHOBaHUX ajbTep-

n
watup M, = ﬂ X 3a HeWiTKMMH BiTHOIICHHSMH MepeBa-
i1
'Yl HeOOXiTHO O0UMCIUTH 3HaYeHHS (DYHKINH HAIEKHOCTI
TP YMOBI:
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y Lif x;(A)2x;(A) then(A,A) e X, .
(44 = 0,if (A, A )e X W

CchopmoBaHO MaTpHWIli BiIHOWIECHHS CTOCOBHO BH-
OKpEMJICHHX allbTepHATHB (Tabi. 2).

Tabnuws 2 — Matpuili BiAHOIICHHS! IS X j

Ky, (Ai'Aj) A/Aj A A, A
A 1 0 0
uy, (4 4;) A 1 1 1
A, 1 1 1
A 1 1 1
wy, (4. 4)) A, 0 1 1
A, 0 0 1
A 1 1 1
1y, (4. 4;) A, 0 1 1
A, 0 0 1
A 1 1 0
wy, (4. 4;) A, 1 1 0
A, 1 1 1

Toxni ¢yHKUis HamexHOCTI Ans 3ropTku M, Bu3Ha-

Ya€eTHCS 3T1THO BUPA3y:
,uMl(Ai,AJ-)Imin{ﬂl(Ai,Aj),...,,un(Ai,Aj)} )

BinnoBinHo, MaTpuId BiAHOWICHb AJs 3ropTKH M,

Mae Buj (Tadm. 3):

Tabmus 3 — Matpuus Bigaomenns msn M 1

o, (4. 4;) | A/A A A, A,
A 1 0 0
ty, (4. 4;) A, 0 1 0
A, 0 0 1

[TiqMHOXKWHA HETOMIHOBaHUX AILTEPHATHB OOYHUCIIO-
€TBCS 32 POPMYJIOIO:

i (4) =15, (4, 4) -y (4,4)) @

Bracniiok mijgcTaBiieHHs 3Ha4eHb 3 Tabi. 3. y BHpa3
(3) orpumano:

t, (4)=1-sup{0-0;0-0} =1,

1

ty, (4,) =1-sup{0—0;0-0}
ti, (A4;) =1-sup{0—-0;0-0} =1.

#an, (4) = [LL1]

BusnaueHo 3HadeHHS QYHKIIH HAIEKHOCTI IS
sroptku M, 3 BpaxyBaHHAM Bar (akTopis 3a Gopmyioro:

4
Hn, (Ai’Aj):szluj (Ai’Ai) (4)
j=1
OpnepxaHo 3HaYeHHS (QYHKLINH HAJIEKHOCTI:
o, (4,,4,)=0,435;
o, (A 4,)=0,380;

(

ty, (4,,4)=0,618;
ty, (4, 4,) =0,943;
tyy, (4, 4,)=0,618;
tyy, (4, 4,)=0,618,

Marpuns BifHOIIEHHS Ui 3ropTkd M, momana y

TabNMMIHOMY BUTIIAAL (Tal0M. 4).

Ta6muans 4 — Marpuus BigHomenss s M 2

M, (Ai’Aj) A/A A A, A,
A 1 0435 | 0,380

ty, (4.4, A, 0,618 1 0,943
A, 0618 | 0,618 1

I[J'IS[ BU3HAYCHHA MHOXHWHU HCZ[OMiHOBaHI/IX AJIbTEP-
HATUB BUKOPUCTAHO BHPA3:

4

2 (4) :1_sup{zﬂMl (4, 4) -y, (4.4, )} (5)
=

VY pe3ynbTati 00YHCICHb OTPUMAHO TaKi MHOXKUHH:

" (4)=1 (0.618-0,438);]
=1-SU =0,
Hw, 14 P (0,618-0,380)

{(0,435—0, 618);}
1-sup =1

(0,618—-0,943

(0,380-0,618);

" (4,)=1-su ~0,675
. (4) p{(0,943—0,618)

e (4)=[0,762;1;0,675]

Jns BU3HAYEHHS ONTHMAJBHOT albTEpPHATH HEO0O0-
XizHO 3aificautn neperu M, = M N M. Ocrarouna
. . d 1
(yHKIIis HAJIE)KHOCTI € TAKOK: iy (A) = [0, 762;1,0, 675].

Hafikpammii BapiaHT [IOAPYKapChKOTO OMNpAIFOBAaHHS
ra3eTHUX BHIaHb OOMPAETHCS 32 HAWBHUINUM 3HAYCHHSIM
¢yHKLIT HanexHOCTi, TOOTO anmbTepHaTHBa A, € onTH-

MaJIbHOIO.
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Po3pobJiennsi indopmaniiinoi cucremu. Po3po6-
JIeHO iH(pOpMaLiiHy CHCTeMY IJIS MOPIBHAIBHOTO aHAIZY
TPBOX TEXHOJIOTIYHHX aJbTEPHATHB 3 METOI0 BH3HAYCHHS
HAOUIPII  pAIliOHANBHOTO BapiaHTy IOIPYKapCHKOTO
OIIPALIIOBAHHS ra3eTHUX BUAHb.

IIporpama peanizye METOJOJOTIID OaraToOKpH-

TepiaJIbHOTO IPUHHSATTS PillIEHb HAa OCHOBI TEOPii HEUITKIX
MHOXXUH Ta HapHOTO IMOPIBHSAHHS anbrepHaTUB. OCHOBHA
(GYHKIISI CHCTEMH TOJISTae B ONpPALIOBaHHI E€KCHEPTHUX
OLIIHOK 32 YOTHpPMa KJIIOYOBUMH KPHUTEPIsIMU: PO3MIpHI
mapaMeTpy BHIAHHS, KOMIIO3HWIiitHO-TpadiuHe odopm-
JICHHS, BEPCTaHHS Ta MaKeTyBaHHA. [HTepdeiic nmporpamu
Ta IPUKIa] OOYUCIICHb MTPEICTABICHO Ha PHUC. 2.

Bratauertn ONTAMANBHOID BARTANTY A0/ PYKBPCEKOND ONPAUTBARHN [EIETHIK BAaHG

Komnosmummo-rpodeme

Prssagrs napaserps e Bepcrannn Makzrynanna
<o A2 A a2 Al a2 "2
& A A & a1 A3 & ad
2 o= A 2 e Az 23 a2 T}
Baru akTopia
0563 0283 0117 0,055

Pesynutar

Ormmaiia arrepramnal

&

Puc. 2. Iarepdeiic po3podieHoi iHGopMamiiHOi cucTeMu

[Hdopmarmiitna cuctema moOymoBaHa Ha 0asi cydac-
HUX BeO-TexXHONOTiiH. OCHOBY apXiTEKTYpH CKJIATAl0Th TPU
¢bynnamenranpHi kommonentu: HTML5, CSS3, JavaScript.

KopuctyBadam HamaeTbcss MOXKIHUBICTH BBEACHHS
eKCIIEPTHUX OILIHOK Yy BUTJISAAI CUMBOJBHHX ITO3HAYCHBb
BIJIHOIIICHb TEPEeBaru MixK ajJbTepHaTUBaMU. [1Jisi KOXKHOTO
3 YOTHUPHOX KPHUTEPiiB OIIHIOBAaHHSI CHUCTEMa JO3BOJISIE
BCTAHOBUTH BiJTHOCHUHH «O1JIBIIIEY, «MEHIIIE)» a00 «IOPiBH-
10€» MK ITapaM¥ aJbTePHATHUB.

JlonaTkoBo 3a0e3MedyeThCs MOXKIUBICTH BBEICHHS
BaroBux Koe(ili€eHTIB aius KoxHOro kpurepiro. Cyma
BaroBUX Koe(illieHTiB TIOBUHHA TOPIBHIOBATH OAMHUIII JIJIS
3a0e3reueHHs] MaTeMaTHYHOI KOPEKTHOCTI pO3paxyHKiB.

BucHoBKH. Y JI0CHIKEHH] 3allpOIIOHOBAHO METO-
MUKy BU3HAYCHHS ONTHMAIILHOTO BapiaHTy IOJpyKap-
CBKOTO OMpAIIOBaHHS Ta3eTHUX BHAAHb 3 KIJIBKOX
MOXJIMBHX. BoHa 6a3yeTbcs Ha BHOKPEMIIEHHI HEWITKHX
BIIHOIIEHb  TepeBarm  ailbTepHaTHB 3a  [lapero-
ONTHUMAIBHUMHU (DaKTOPaMH JIOCIIKYBAHOTO TPOLIECY.
BusiBiieHO, 1110 3 TPhOX 3aIIPOEKTOBAHMX AIBTEPHATUBHUX
BapiaHTiB ONTHM&JIBHUM € A, 3 (QYHKLIEI0 HAJIEKHOCTI

:“rr\)ld (Az) = [1]

Ha ocHoBi 6araTokpurepiaibHOT onTUMi3arlii 3a He-
YiTKUMH BiTHOIICHHSIMH IIEPEBard po3poOiieHo iHpopma-
LiliHy cHUCcTeMy AJsi BU3HAUCHHS ONTHMAJbHOTO BapiaHTy
JOAPYKAPCHKOTO ONpPAaLlOBaHHA I'a3eTHUX BHIaHb. Kopwuc-
TyBa4 Mae 3MOTy CaMOCTII{HO IPOEKTYBATH allbTePHATHUBH,
BBOJISIYM BiJJHOILICHHS] MXK HUIMH Ta BKa3yBaTH Ba)KJIUBICTh
3a3HaueHUX (akTopiB. OCHOBHUM OOMEXKEHHSIM € HEMOXK-
JIMBICTh PO3IIUPEHHS MEPeNiKy (HakTopiB, 0 00YMOBIEHO
0COOJIMBOCTSIMU OOYHCIICHD.

Po3pobiiena cuctemMa Mae MpakTHYHE 3HAUCHHS IS
¢axiBuiB momirpadivHoi Tamy3i Ta peJakIiifHO-BHIAB-
HUYMX MHIOPUEMCTB, SKi 3alMalOThCS BUPOOHHUIITBOM
ra3eTHOI mpoaykiii. BukopucTanHs mporpamu 0coOiIMBO
JOLUThHE TIPH TUIaHYBAaHHI HOBHUX BHIABHUYUX IIPOEKTIB,
MOJIEpHi3allil iICHYIOUNX TEXHOJOTIYHUX IHIN Ta MpHii-
HATTI CTPATETIYHAX PIllIeHb MO0 PO3BUTKY BUPOOHUYHX
MOTYXXHOCTeH. MareMaTH4HO OOIPYHTOBAaHWH MiIXia IO
BUOOpPY aJbTEPHATUB 3MEHIIYE CY0’ €KTUBHICTh IPUHHATTS
pillieHb Ta MiABHILYE e()eKTUBHICTH BUKOPUCTAHHS pecyp-
CIB MiANPHEMCTBA.
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INFORMATION SYSTEM FOR SELECTING THE OPTIMAL PREPRESS PROCESSING OPTION
FOR NEWSPAPER PUBLICATIONS

The paper analyzes the specific features of prepress processing of newspaper publications as a crucial stage in the production of periodical print media.
Pareto-optimal factors with a high level of priority in influencing the quality of the studied process are identified: dimensional parameters, layout design,
compositional and graphical formatting, and typesetting. Pairwise comparison of the factors is performed using a relative importance scale. As a result
of the normalization of the principal eigenvector components of the pairwise comparison matrix, the weight coefficients of the factors are determined.
The correctness of the solution is verified according to normalization criteria. Three alternatives for prepress processing of newspaper publications are
designed. The influence level of each factor within the defined alternatives is presented as percentages. A comparison of the probable alternative options
for prepress processing is carried out using fuzzy preference relations for each factor. Relation matrices of the alternatives are constructed, where a value
of one indicates the presence of a preference or equivalence, and zero indicates its absence. Aggregation of factor relations is conducted, resulting in the
first subset of non-dominated alternatives. Further aggregation takes into account the factor weights, leading to the calculation of membership functions
and the derivation of a second subset of non-dominated alternatives. The intersection of the two non-dominated subsets is implemented, and a
membership function of the combined set is obtained. The values of this function reflect the significance of the designed alternatives, that is, their level
of optimality. The optimal prepress processing option for newspaper publications is identified as the third among the proposed alternatives. Based on
the proposed methodology, an information system has been developed to support the selection of optimal alternatives for prepress processing of
newspaper publications. The practical value of the study lies in providing a reasoned approach to selecting an effective prepress processing method for
newspapers, thereby enhancing production efficiency. Future research prospects include expanding the set of input parameters by incorporating time and
resource constraints, adapting the proposed model to a digital publishing environment, and integrating fuzzy logic methods with modern machine learning
tools.

Keywords: prepress processing, newspaper publication, multi-factor optimization, fuzzy preference relation, dimensional parameters, layout
design, compositional and graphical formatting, typesetting, alternative.
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DETERMINATION OF THE PRIORITY OF RASTER IMAGE QUALITY FACTORS
USING THE RANKING METHOD

Theoretical principles regarding the quality of raster images are provided. A wide range of application areas of raster graphic information is defined,
including education, medicine, and printing. An analysis of recent studies and publications is conducted. The aim and main objectives of the research
are formulated. A methodological approach to identifying the priority levels of factors influencing raster image quality based on ranking is demonstrated.
A set of influencing factors is distinguished, including resolution, color depth, color model, file format, file size, image dimensions, compression level,
brightness, saturation, and sharpness. To structure the interrelationships among these parameters, predicate logic constructions are applied. It is
established that certain factors may exert both direct and indirect influence on other elements. Tables are developed to represent the connections for each
factor. Hierarchical trees of direct and indirect influences and dependencies are constructed. An example of hierarchical trees for one of the selected
factors is presented. Based on the analysis of the structure of interconnections, the ranking of quality factors is carried out. For this purpose, the number
of each type of connection is counted, and corresponding weight coefficients are introduced. Positive weight values are assigned to influences, while
negative ones are assigned to dependencies. The importance scores of the factors are calculated. A normalization of the values is performed to transform
the scale into a positive domain. A final evaluation is conducted, taking into account the normalization coefficient. Factor ranks and the corresponding
levels of priority are determined. Input data and ranking results are presented in tabular form. A model that reflects the priority levels of influencing
factors on raster image quality is developed. The obtained results can be applied for image quality assessment based on fuzzy logic and machine learning

methods, followed by the development of a corresponding fuzzy system.

Keywords: ranking, factor, priority, raster image, quality assessment, priority influence model, interrelation between factors, direct influence,

indirect influence.

Introduction. A raster image is defined as a digital
representation of visual information in the form of a regular
matrix of pixels. Each pixel is assigned numerical values of
color and brightness. However, the quality of the image is
influenced by technical parameters such as color model,
resolution, color depth, and others. It is noted that all
parameters have different degrees of influence on qua-
lity [1].

The application of raster images covers numerous
domains, including education, medicine, and printing. In
educational e-textbooks and instructional visualizations,
clarity and color accuracy are considered essential for
conveying information. In medicine, raster formats are used
to ensure precise rendering of CT, ultrasound, and X-ray
results, where each pixel may contain critically important
diagnostic data. In the printing industry, image quality
determines the clarity and color accuracy of advertising,
newspaper, magazine, or book products [2].

In this context, the need for formalizing the priority of
quality-influencing factors is recognized. One of the
modern and reliable methods for determining their
significance is represented by ranking.

Literature review. Recent scientific studies indicate
the active development of methods for image assessment,
restoration, and optimization. Significant attention is paid
to identifying and describing the key parameters of image
quality.

In [3], a model for image restoration based on the
Swin Transformer is proposed. This study addresses image
quality issues related to resolution, noise, and artifacts. In
[4], an image reconstruction algorithm for medical
purposes is developed, which combines noise reduction and

resolution enhancement functions based on a neural
network model. According to clinical test results, the model
provides significantly higher diagnostic performance
compared to classical reconstruction methods. Study [5]
focuses on scanned documents at three resolution levels —
75, 150, and 300 dpi. The results show that structural detail
in images is significantly improved at 300 dpi. Thus,
studies [3-5] confirm the importance of high resolution for
accurate reproduction of fine details.

A separate category of research is devoted to the
specifics of image rendering in virtual and augmented
reality. In particular, [6] introduces a model for evaluating
image quality in the high-dynamic environment of AR/VR
displays. The authors note that classical metrics fail to
consider the distortions characteristic of this type of
visualization, such as geometric deformation effects and
focal depth changes.

In [7], image quality is studied through
psychophysical tests. Subjective perception of quality
varies depending on contrast, colorfulness, and sharpness.
The authors systematically modify these parameters and
obtain data that allow the construction of an image quality
model. The findings in [8] demonstrate that the use of lossy
compression algorithms (JPEG, JPEG 2000, JPEG XL)
leads to the appearance of artifacts that negatively affect
quality. In [9], a method is presented that analyzes gradient
and texture distortions. The results indicate that traditional
IQA metrics often fail to detect subtle compression defects.
This study emphasizes the need to consider compression as
a key quality factor.

Several studies also focus on file format comparison
[10, 11]. For example, comparisons of AVIF, JPEG XL,
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and WebP reveal that AVIF achieves minimal file size
without loss of sharpness, color depth, or saturation. JPEG
XL offers flexible options for preserving original images
and supports a wide color gamut (XYB), while AVIF
preserves gradients better. Study [12] highlights the
importance of converting from RGB to CIELab to enhance
the perception of brightness and saturation in specific
environments. This underlines the importance of file format
and color model for overall quality.

Study [13] also emphasizes that various factors,
including contrast, saturation, and sharpness, exert
different effects on perception by both human users and
machines.

An important research direction is associated with the
development of combined quality metrics. Study [14]
proposes a new generalized metric that integrates FSIM,
SSIM, and VIF. Validation is conducted on the TID2013
and PIPAL datasets. These findings support the relevance
of constructing composite quality assessments as
alternatives to individual criteria.

All mentioned works confirm that raster image quality
is determined by a set of interrelated factors. However,
insufficient attention is paid to the development of
comprehensive models for parameter significance. This
highlights the relevance of research aimed at ranking
quality parameters and determining their priority.

The aim and objectives of the study. The aim of the
study has been defined as the determination of ranks and
priority levels of factors that influence the quality of raster
images using the ranking method.

To achieve this aim, the following tasks have been set:

— hierarchical trees of interrelations among raster
image quality factors have been developed,;

— priority levels of raster image quality factors have
been identified, and a model of priority influence of these
factors has been constructed.

Development of hierarchical trees of interrelations
between factors. In a previous study, a set of factors
influencing raster image quality is distinguished [1]:
F={1, 1, 05,0, 05, 16,15, 15, 1g, 1.}, where 1, —resolution,
I, — color depth, 1, —color model, I, —file format, I, —
file size, 1, — image dimensions, I, — compression, I, —
brightness, |, — saturation, 1,, — sharpness. These factors

represent the main parameters and characteristics of
images. Undoubtedly, some factors are dependent on each
other; that is, a factor I; can influence factor 1I,. It is

evident that under such conditions, I. depends on I,

i -
Factor I, exerts an indirect influence on |, if I, directly
influences I, and 1, in turn influences 1,. If I; directly
influences both I, and I,, and I, also directly influences
I, then I, is considered to exert both direct and indirect

influence on 1,. To formalize these statements, predicate

logic constructions are used: —2 5 _ direct influence

(first-order influence); —%— — indirect influence
(second-order influence); <2 _ direct dependence

)
(first-order dependence); «2 _ _indirect dependence

(second-order dependence); A — logical conjunction
(logical "and"); 3 — existential quantifier ("there exists
such I, 7, that.."); < - logical equivalence [15].

Expressions reflecting the principles of forming
connections  between factors for 1,11, el are
formulated as follows:
@) . )] .
I, I 1, l;
L—251, <3 el —95 1, A1, 51,5 (1)

Q1 Al 1.

L«2—1, <31 el

The interrelations of raster image quality factors are
presented in Table 1. Experts from the subject area are
involved in determining the sets of dependent factors [16].
The absence of a connection is indicated by the symbol @.

Table 1 — Direct influences of factors

Agggéfd Set of Dependent Factors
l, TN
l, (I, Ty, 1y}
Iy (L, 14, 1,)
l, (I, 1, Tg, 1o}
s 0
le {15}
L {15 1o
le 0
'y 0
o 0
Taking into account second-order transitive

relationships based on the data from Table 1, sets of indirect
dependencies are formed (Table 2).

Table 2 — Indirect Influences of the Factors

AEBWZEd Set of Dependent Factors
actor
I, {15}
I, 0
|3 {|5,|7,|31|9’|10}
|4 {|5’ |1o}

ISR SR SHR SU R SH RS

Based on the data from Table 1 and Table 2,
hierarchical connection trees are developed, which
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visualize first- and second-level influences and
dependencies.

These trees serve as a convenient tool for calculating
the number of relationships.

The tree diagrams for the selected factor are presented
in Fig. 1, as it is the most illustrative in terms of the number

and diversity of established connections.

Fig. 1. Hierarchical trees of direct and indirect connections
for factor 1,

Similar visualizations are constructed for the
remaining factors. These hierarchical trees serve as the
foundation for subsequent ranking.

Determination of Priority Levels of Factors. The
determination of the ranks of factors affecting raster image
quality is carried out based on the weight coefficients
W ={W,,W,,..,w,} , where n is defined as the number of

factors. A weight coefficient w; is interpreted as the share

of a factor’s influence on the overall result. At least one
factor is identified for which the weight value w; is the

maximum.

Initial ranks are assigned based on the number of
incoming and outgoing arcs in the graph. The types of
relationships (influence/dependence) and their order (direct
or indirect) are also recorded. Each factor is characterized
by a different level of influence; a situation of full
equivalence (i. e. w; =w, ) is considered impossible. This

condition ensures the determinacy of the hierarchy and
allows the avoidance of multiple interpretation scenarios.
To account for both direct and indirect influences and
dependencies, an extended weighting system is introduced.
Let x; denote the number of connections of a certain type

for the j-th factor, where i=1 corresponds to direct
influences, i=2 to indirect influences, i=3 to direct
dependencies, and i=4 to indirect dependencies. In this
context, the weights of influences always take positive
values (w, >0, w, >0,w, =w,/2), while the weights of
dependencies are assigned negative values
(w, <0, w, =w,/2). It is considered reasonable to define

that

dependencies differ in direction but are assumed to possess
equal importance in absolute terms. Based on the above
theoretical assumptions, the following values are adopted:
w, =10, w, =5, w, =-10, w, =-5. The final weight of
a factor is calculated by taking into account all types of
connections using the following formula:

|w;| =|w,|and |w;| =|w,|, since influences and

n

I :szijvvi' 2

4
i=1 j=1

The main input data and the results of calculations
according to the proposed methodology are presented in
Table 3.

Since the weights w;, and w, are positive, while w,
and w, are negative, the following inequalities are
logically observed: 1,, >0, I,; >0, I;; <0 and I,; <0.

To normalize and shift the scale into the positive domain,
the following expression is used:

1j 2j 4]

Aj:max|l3j|+max|l4j|,(j:1,2,...,n). (3)

The final normalized weight values are calculated as
follows:

Ly = D020 (%W +a; ) 4

=1 j=1

The highest total weight of a factor 1, corresponds
to the highest rank value R;. The priority level of a factor
P, is defined as the reciprocal of its rank R, , meaning that

the most influential factor is the one with the maximum
rank [15].

Based on the factor priorities presented in Table 3, a
hierarchical model of factor importance is constructed (Fig. 2).

Table 3 — Ranking of raster image quality factors

Factor j X, j X Xsj X4 Iy I, I3 Iy I |Rank R, Priority P,

1 3 1 0 0 30 5 0 0 105 8 3

2 3 0 1 0 30 0 -10 0 90 7 4

3 3 7 0 0 30 35 0 0 135 10 1

4 4 2 1 0 40 10 -10 0 110 9 2

5 0 0 5 4 0 0 -50 -20 0 1 10

6 1 0 1 0 10 0 -10 0 70 5 6

l 2 0 1 1 20 0 -10 -5 75 6 5

8 0 0 2 2 0 0 -20 -10 40 3 8

9 0 0 2 1 0 0 -20 -5 45 4 7

10 0 0 3 2 0 0 -30 -10 30 2 9
Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii
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RASTER IMAGE

QUALITY

Is - Color model
Priority: 1 (Rank: 10)

I« - File format
Priority: 2 (Rank: 9)

I - Resolution
Priority: 3 (Rank: 8)

I: - Color depth
Priority: 4 (Rank: 7)

|- - Compression
Priority: 5 (Rank: 6)

ls - Image dimensions
Priority: 6 (Rank: 5)

I- - Saturation
Priority: 7 (Rank: 4)

Is - Brightness
Priority: 8 (Rank: 3)

ho - Sharpness

Fig. 2. Priority model of raster image quality factors

For the analyzed process, the most significant
influence is exerted by factor I,. The next in priority are

considered to be 1, (priority 2, rank 9) and 1, (priority 3,

rank 8). These factors are recognized as playing a crucial
role in maintaining the technical parameters of the image
and ensuring cross-platform compatibility. Medium-level
importance is assigned to 1,, I, and I, which receive

intermediate priority values (from 4 to 6), reflecting their
relevance both to hardware rendering of color components
and to the efficiency of graphic data storage and
transmission. The lowest priorities are attributed to 1, 1,

I, and I, (ranks from 4 to 1). The reduced importance of

these factors within the overall set is explained by their
modifiability during post-processing without significant
degradation of general image quality.

Conclusions. The ranking of ten key factors affecting
raster image quality is carried out. In order to formalize the
interrelation system among resolution, color depth, color
model, file format and size, image dimensions,
compression level, brightness, saturation, and sharpness,
hierarchical trees of influences and dependencies are
constructed. Based on the ranking results, it is found that
the most influential factor on image quality is the color

model (Rj =10, Pj :1), while the least influential one is

the file size (Rj =1 P :10). A clear hierarchy of raster

image quality factors is obtained and is presented through
a priority-based factor model.

The main limitation of the study is associated with the

potential subjectivity of experts when defining the set of
major factors influencing raster image quality.

Future research directions include the incorporation of

linguistic descriptions of relationship types by introducing
additional coefficients, as well as the refinement of factor
weights through multi-criteria optimization. The practical
value of this work is seen in providing a theoretical
foundation for the development of an interactive system for
determining the significance of image quality factors.
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BU3HAYEHHSA ITPIOPUTETHOCTI ®AKTOPIB AKOCTI PACTPOBUX 30BPAKEHD
3A METOJOM PAH)KYBAHHA

HaBeneHo TeOpeTHUHI MOIOKEHHS MIOAO SKOCTI PACTPOBHX 300paxkeHb. O3HAUEHO MIMPOKHI MEpeNiK rany3eil BAKOPUCTAHHS PAcTpOBOi rpadiaHoi
iH(opMamii: B ocBiTi, MeIUIHHI, monirpadii Tomo. [IpoBeneHo aHami3 ocTaHHIX XOCHiKeHb Ta MyOmikariid. CHopMOBaHO MeTy Ta OCHOBHI 3aBJIaHHS
JocikeHHs. [TpogeMOHCTpOBaHO METOIOIOTIYHMIT MiIXi 10 BU3HAYEHHS PiBHIB PIOPUTETHOCTI (haKTOPIB BIUIMBY Ha SKICTh PACTPOBHX 300pakeHb
Ha OCHOBI paHXXyBaHHS. BHOKpeMJIEHO MHOXHHY (aKTOpiB, Cepes SKUX: PO3/AijbHA 3aTHICTh, IMTMOMHA KOJIbOPY, KOJipHa Mozenb, popMat Gaiity,
po3mip ¢aiiy, po3mip 300paxkeHHs, piBeHb KOMIPECii, ICKPaBiCTh, HACHYCHICTH 1 Pi3KicTb. I CTPYKTYpyBaHHS B3a€MO3B’SI3KIB MK 3a3HaUCHUMH
TapaMeTpaMy BUKOPHUCTaHO KOHCTPYKIIiT JTOTiKH NpeuKkatiB. BecTaHOBIIEHO, M0 OKpeMi GakTopy MOXKYTh 3iHCHIOBATH SK MPSIMHIA, TaK i orocepenko-
BaHMH BIUIMB Ha iHIIi eneMeHTH. CHOopMOBaHO TaOIHII /I MPE/ICTABICHHS 3B’ S3KiB 32 KOXXHUM (pakTopoM. [ToOynoBaHo iepapxiuHi nepeBa Oesmnoce-
penHixX i omocepenKOBaHMX BIUIMBIB Ta 3aiexHocTeil. HaBeneno mpukiman iepapXiuHux aepeB JUis ofHOTO 3 (haKTopiB BUOKpeMiIeHoi MHOKHHH. Ha
OCHOBI aHaJli3y CTPYKTypH 3B’SI3KiB 3[iiCHEHO paHXyBaHHsS (hakTOpiB SAKOCTi. [ IIbOTO MOPaXxOBaHO KiJTBKICTh 3B’SI3KiB KOXHOTO THITY, BBEJICHO
BiJOBIiHI BaroBi koediuieHTy. [Ipu oMy HO3UTHBHI 3HAYESHHS Bar BiINOBIAAIOTH BIUIMBAM, a BiJl’€MHI — 3aJ1€KHOCTSIM. OOUUCIICHO OLIHKY BasKJIMBO-
cTi (pakTopis. IIpoBeneHo HopMaizaIlito 3HaUCHb JUIsl IEPEHECEHH KA y MO3UTHBHY 001acTb. 3/1ifICHEHO TiICyMKOBE OIliHIOBAHHS 3 BPaXyBaH-HAM
koedimienTa HOpMaizanii 3Ha4eHb. BusHaueHo paHrm QaxTopiB Ta BiNMOBiAHI piBHI MpiopuTeTHOCTI. BXinHi MaHi Ta pe3ynbTaTH paHXyBaHHS
MPEACTABICHO Y TabiIu4HOMY BHUIIIsiAl. Po3pobieHo mMozens, mo BigoOpaxkae piBHI MpiopUTeTiB (haKTOPIiB BIUIMBY HA SIKiCTh PACTPOBHX 300pa’keHb.
OtpuMaHi pe3yJIbTaTH MOXKYTh OYTH BUKOPUCTAHI JUIsl OLIHIOBaHHS SIKOCTI 300paykeHb Ha OCHOBI METOIiB HEWiTKOI JIOTIKH Ta MAIIHHHOIO HAaBYaHHS 3
TOJIAJTBIINM PO3POOJICHHSM BiIITOBITHOT HEWITKOI CHCTEMH.

KurouoBi ciioBa: paHxyBaHHs, (HakTop, MPIOPUTET, PACTPOBE 300paKEHHS, OL[IHIOBAHHS SKOCTI, MOJIEb IPIOPUTETHOTO BIUIUBY, 3B SI30K MiX
(hakTOpamu, MPSIMHIA BIUIUB, ONOCEPEIKOBAHUH BILIMB.
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BRIDGING COMPUTER SCIENCE EDUCATION AND INDUSTRY: A COMPETENCY-BASED
ARCHITECTURE USING E-CF

The rapid growth of the information technology (IT) sector has made the existing gap between university training and industry requirements even more
noticeable. As a result, many graduates feel the need to pursue additional qualifications to stay competitive in the job market. This paper suggests a
recommendation system that connects academic results with professional expectations by using competency-based learning principles and the European
e-Competence Framework (e-CF). Competency-based learning shifts the focus from traditional knowledge assessments to skills and real-world
outcomes. The e-CF offers a standardized and internationally recognized way to describe IT roles, skills, and proficiency levels. Based on previous
research in personalized learning and curriculum changes, the proposed system identifies gaps between competencies gained in a student’s university
program and those needed for specific IT roles. Using course similarity measures, the system maps both academic disciplines and job profiles, finds
missing competencies, and calculates a personalized learning path that includes the minimum number of extra courses needed to fill these gaps. The
architecture uses the IDEFO functional modeling method, which clearly shows key processes such as analyzing competency gaps, and optimizing course
paths. Preliminary evaluations suggest that this approach can reduce the time and effort needed for aligning competencies while improving the accuracy
of skill gap detection. The findings are useful for universities looking to update their curricula, individuals aiming to develop specific skills, and
employers wanting clearer and more comparable candidate profiles. By combining competency-based learning with a standardized European framework,
this system provides a flexible and scalable solution for enhancing the connection between higher education and the changing demands of the IT job

market. It can also be applied to other fields with established competency models.
Keywords: competency-based learning, recommendation system, knowledge gap, European e-Competence Framework, personalized learning

paths, education labor market alignment.

Introduction. The information technology sector has
a long history and is very developed. Its rapid growth is
clear in the overall industry expansion and the increased
demand for skilled professionals [1]. At the same time, the
tools and technologies that support IT practices are
evolving quickly.

This fast pace of change has created gaps between
what universities teach and what employers need.
Academic programs can’t always be updated quickly or
thoroughly because of limited resources. As a result,
candidates often need additional coursework to fill these
gaps.

Therefore, we need a recommendation system that
matches a graduate’s knowledge from their university
studies with the skill requirements of specific roles in the
job market. By identifying these gaps, the system could
suggest courses or modules, possibly from different
institutions, that could effectively close those gaps.

Literature review. Traditional education often
struggles to keep pace with the fast-changing demands of
the technology sector, leaving many graduates requiring
additional training or certifications. This gap raises
concerns about the relevance of academic curricula to
industry needs. Especially in software engineering
researchers stress the value of interactive learning
environments for applying theoretical knowledge in real-
world contexts [2]. Regular curriculum updates and
project-based learning further promote hands-on
experience and help close knowledge gaps, aligning
education with labor market expectations [3].

Incorporating open-source software projects into
coursework strengthens this alignment by exposing

students to collaborative workflows and industry tools [4].
However, barriers such as outdated materials, limited
access to technology, and a lack of industry-experienced
instructors persist. Addressing these resource gaps is
crucial for preparing graduates to meet the demands of
today’s tech-driven work-place [5].

Another area of research highlights the importance of
personalized learning paths for professional development.
These strategies effectively address individual needs by
supporting psychological factors such as competence,
autonomy, and connectedness are key drivers of intrinsic
motivation, engagement, and sustained learning.
Personalized learning fosters self-regulation by allowing
students to set goals and progress at their own pace,
strengthening autonomy and responsibility for academic
outcomes [6-7].

Tailored instruction also improves performance and
knowledge retention by offering feedback and
appropriately challenging tasks, minimizing both overload
and disengagement [8]. By adapting content to varying
competency levels, personalized systems reduce cognitive
load and promote equity. Aligning instruction with
individual preferences increases satisfaction and supports a
more inclusive, learner-centered environment [9]. Building
on these findings, the proposed framework aims to reduce
the need for extra training by recommending the fewest
disciplines necessary to bridge competency gaps.

Framework basis. Competency-based learning
focuses on measurable, real-world outcomes rather than
traditional academic metrics. It is increasingly adopted in
U.S. universities to align graduate skills with labor market
needs [10-11].
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The European e-Competence Framework (e-CF),
developed by the CEN ICT Skills Workshop, standardizes
IT competences across Europe, ensuring consistent
interpretation among educators and employers. It supports
initiatives like the Grand Coalition for Digital Jobs [12-13].

Structured into four dimensions, the e-CF’s
competences and proficiency levels as core elements are
central to curriculum mapping [14]. Fig. 1 shows how the
e-CF Explorer maps the Developer role to relevant
competences and levels in the "Build" and "Run" domains,
facilitating curriculum alignment.

Dy
h Create

PDF

Dimension 1  Dimension 2 Dimension 3

e-1 e-2 e-3 -4 e-5

B.1. Application
Development

B.2. Component Integration
B.3. Testing

B.5. Documentaticn
Production

Fig. 1. e-CF competency mapping for the Developer profile,
showing relevant competencies across the Build and Run

domains, along with their corresponding proficiency
levels (e-1 to e-5)

Run C4. Problem Management

The e-CF fosters unified competence development
and supports workforce planning and career growth [15].
However, implementation remains challenging due to
limited resources and unfamiliarity with its concepts,
requiring adaptable program design and supportive digital
tools [12, 14].

In summary, the e-CF provides a solid foundation for
IT competence development and mobility across Europe.

Proposed architecture. The proposed architecture in
Fig. 2 is built using the IDEFO functional modeling
methodology. It allows to describe the architecture in the
most complete way by representing it in the form of
processes. The architecture describes the main components
of the system: similarities of courses, identify gaps in
student knowledge, find the minimum number of courses
to fill the gaps.

The main inputs come from three sources. Program
syllabuses provide the academic component. Diploma
supplements show evidence of what learners have
achieved. Job descriptions outline what the labor market
expects. Above these inputs, the top control band sets limits
and common language. Higher education standards outline
what constitutes an outcome in a curricular context. The e-
Competence Framework (e-CF) offers a broad
classification of digital skills. A set of processing rules
guides how activities operate, like the detail level at which
skills are recognized or the criteria that trigger a "match".
At the bottom of the diagram, Al processing methods are
the main mechanism, indicating that techniques such as
natural language processing, ontology engineering, and
similarity search implement the transformations described

in the boxes. The single output on the right is a curated list
of courses. Its singular focus shows that the model aims to
help decide which minimal set of courses a learner should
take to be job-ready.

The upper stream of activities converts academic
content into a meaning that supports comparison and
reasoning. The first transformation, "Map courses into
competencies” takes program syllabuses and translates
their learning objectives and results into a shared skills
space defined by the standards and e-CF. This process has
two roles. It aligns the diverse language of course
documents with an external skills vocabulary. It also
creates a reusable layer of "competencies" that serves as a
common language for the next steps. The presence of
control arrows from higher education standards, e-CF, and
processing rules to this box highlights the need to
harmonize differences in wording, scope, and detail across
institutions and decide how detailed the mapping should be
for future optimization.

From this common skills layer, the system moves to
"Build ontologies of courses". Here, the mapped
competencies are enhanced with structured knowledge
taken from courses’ metadata and stated learning objectives
and results. The ontology creates a graph-like
representation where courses, competencies, prerequisites,
and topic relationships are clearly shown. By making these
relationships machine-readable, the model does more than
just identify keyword similarities. It supports inferential
tasks such as subsumption (when one course’s outcomes
include another’s) and partial coverage (when two courses
together cover a competency that neither covers fully). This
activity is controlled by the same set of standards and rules
that guide decisions about what entities to model, which
relationships to allow, and how to manage ambiguous
outcomes.

The next activity, "Comparing syllabuses” uses
program syllabuses to align and contrast different courses
or curricula. Its output, "comparison results" measures
overlaps, gaps, and unique focuses across offerings. The
model sets up this comparison as a precursor to "Find
similarities between courses" where it distills the rich
comparison into similarity assertions that can be applied
across the course set. These similarities are essential
constraints for the optimization step. Highly similar courses
can be seen as substitutes, while complementary courses
may be bundled for efficient competence coverage. Control
arrows indicate that the standards govern the thresholds for
declaring similarity and the weighting of various factors
topic closeness, competency coverage, or mastery levels.

Parallel to this curricular stream is the learner- and
job-centered stream at the bottom of the diagram. The
activity "ldentify student competencies" analyzes the
diploma supplement to pull out verified outcomes and
translate them into the same skills space. This ensures that
the learner’s profile can be compared with course
representations and job expectations. The corresponding
activity "Convert job description into competencies"”
translates labor-market language into competency terms,
resulting in "job competencies". Together, these two
processes allow "ldentify gaps in student knowledge"
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Fig. 2. IDEFO Diagram of the Recommendation System

which calculates the difference between job requirements
and what the student has shown. The output, "student gaps"
is crucial for the final recommendation: fill this gap with as
few courses as possible while considering the constraints
related to similarity and equivalence.

These two streams connect in the activity "Find the
minimum number of courses to fill the gaps". This stage
conceptually addresses a constrained covering problem.
The universe is the set of required competencies, each
course covers a subset, and similarities and comparisons
provide additional information that allows for substitutions,
reduces redundancy, or imposes prerequisite structures
shaped by the ontology. While the diagram does not specify
an exact algorithm, it suggests that the system uses a form
of combinatorial optimization aiming to balance complete
coverage against efficiency. Control inputs play a
significant role here. Processing rules may impose limits on
course loads, place weights on required versus optional
competencies, or set precedence constraints. The standards
and e-CF ensure coverage is evaluated against an accepted
classification rather than random descriptors, making the
recommendations justifiable to academic and industry
stakeholders.

The meaning of the arrows clarifies the logic of the
architecture. The competency stream from "Map courses
into competencies" feeds both the ontology builder and the
comparison engine, showing that all higher-level reasoning
relies on a normalized competency view rather than raw

text. The "comparison results" and "ontologies" together
inform similarity detection, which then influences the
minimization activity alongside "student gaps". The bottom
stream directs “student competencies" into gap
identification and also contributes to the overall system’s
landscape by preventing recommendations for courses that
mainly cover already achieved competencies. The
translation from job requirements to competencies is
equally important: without this, the model would not be
able to identify gaps or justify specific course selections.
Finally, the arrows from Al processing methods to nearly
all activities indicate that these transformations are
automated and repeatable rather than based on individual
human assessments.

Choosing e-CF and higher education standards as
controls rather than inputs is methodologically important.
As controls, they do not get transformed, they shape how
other changes occur. This design choice makes it so updates
to standards directly readjust mappings, ontologies, and
similarity judgments without altering the system’s logic. It
also fosters interoperability: curricula from various institu-
tions and job descriptions from different employers become
comparable when projected into the same skills ontology.
Mentioning "processing rules" alongside the standards
highlights that operational details like tokenization
methods, similarity measures, or acceptance thresholds
need to be adjustable and documented, which is vital for
reproducibility and auditing in critical advising situations.
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The diagram’s final output, a "List of courses". It
solves a formally structured problem framed by recognized
competency frameworks and shaped by a series of semantic
transformations. Because earlier activities capture course
similarities and potential equivalences, the final list can
focus on non-overlapping coverage, reducing unnecessary
repetition and offering justified alternatives when
institutional constraints or scheduling issues occur. The
inclusion of ontological knowledge allows for more
informed choices. For example, if a single advanced course
covers two intermediate ones, the minimization stage can
acknowledge this and suggest a more efficient option,
assuming the student’s prior skills meet the prerequisites.

Conclusions. This study highlights the pressing need
to bridge the gap between university education and the
dynamic demands of the IT sector. By leveraging
competency-based learning principles and the European
Competence  Framework  (e-CF), the  proposed
recommendation system architecture provides a systematic
and efficient approach to aligning educational outcomes
with industry requirements.

The architecture identifies individual skill gaps by
analyzing the competencies gained through formal
education and the demands of specific IT roles. It then
recommends a tailored learning path comprising the
minimum number of additional courses needed to address
these gaps. Preliminary results demonstrate significant time
and effort savings in competency alignment, as well as
enhanced accuracy in identifying skill discrepancies.

The broader implications of this research are
profound. For educational institutions, the system enables
better alignment of curricula with market trends, fostering
more relevant and effective learning experiences. For
individuals, it facilitates targeted upskilling, empowering
them to meet job requirements more efficiently. For
employers, it provides a mechanism to identify and develop
talent with near-complete skill sets.

By promoting competency-based learning and
aligning educational practices with international standards,
this research offers a scalable and adaptable framework
with the potential to transform how educational systems
and labor markets interact. Future work may explore the
application of this architecture in other fields beyond IT,
further solidifying its utility in addressing the pervasive
issue of knowledge gaps in professional development.
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MOETHAHHS OCBITH 3 KOMIIU'IOTEPHUX HAYK TA THAYCTPIi: KOMIIETEHTICTHO
OPIEHTOBAHA APXITEKTYPA 3 BUKOPUCTAHHJSIM E-CF

[IIBunke 3pocranHs cexropy iHpopMmaniiHux TexHoiuorid (IT) me OuTbIIe MOCHIMIO iCHYIOUHI PO3PHB MK YHIBEPCHTETCHKOIO IiJI'OTOBKOIO Ta
BUMOraMH Tramy3i. Sk HacHmigok, 0arato BHIIYCKHHKIB BiJUyBalOTb IOTpeOy B OTpHUMaHHI poAaTkoBoi KBamidikamii, mo6 3amumaTucs
KOHKYPEHTOCIIPOMO)KHUMH Ha PUHKY mpami. Y 1iif cTaTTi IPOMOHYEThCS CHCTEMa PeKOMEH/AIIIH, SiKa OB’ sI3y€ akaJeMiuHi pe3y ibTaTh 3 mpodeciitHumu
OYiKyBaHHSIMHU, BUKOPHCTOBYIOUN IIPHHIUITY HAaBYaHHS Ha OCHOBI KOMIIETEHILiH Ta €BpomnelcbKy pamKy e-komnereHniit (e-CF). HapuaHHs Ha 0CHOBI
KOMIIeTeHIii 3mintye (OKyc 3 TpaAWLiHHUX OL[IHOK 3HAaHb Ha HABMYKH Ta peaibHi pe3ynbraTu. e-CF mpomnoHye cTaHIapTH30BaHMH Ta MKHAPOITHO
BHU3HaHU# cnoci6 onmcy IT-poneid, HaBUUOK Ta PiBHIB BOJMIOMIHHSA. Ha OCHOBI momepemHix JOCIHIJDKEHb MEPCOHANI30BAHOIO HABUAHHS Ta 3MiH Yy
HaBYAJIBHUX MPOrpaMax 3alpoNOHOBaHA CHCTEMa BU3HAYa€ PO3PHBU MiXK KOMIIETEHIIISIMU, OTPUMAHUMU CTYJIEHTOM B YHIBEPCHTETCBKIH mporpami, Ta
THMH, [0 HeoOXixHi Jurst KoHKpeTHUX IT-poreil. BukoprcToByloun OHTONOTIT Ta OKa3HHUKH IOAIOHOCTI KypciB, cucTeMa BinoOpaxkae sk akaJeMidHi
JUCLUILIIHY, TaK 1 npodini mocaj, 3HaXOUTh BiJICYTHI KOMIETEHIT Ta PO3paxoBye MEPCOHATI30BAHUM IUIIX HABUYAHHS, SIKUH BKIIIOYAE MiHIMAIbHY
KUIBKICTh JTOAATKOBUX KYpCiB, HEOOXIAHUX JUIs 3aIIOBHEHHS LUX MPOTAIMH. APXITEKTypa BUKOPHCTOBYE MeTO[ (hyHKI[IOHAJBHOTO MOJEITIOBAHHS
IDEFO, sikuit 9iTKO ITOKa3ye KIIFOYOBI NMPOIIECH, TaKi SK MOOYI0Ba OHTONOTIH, aHalli3 MPOTalMH y KOMIIETEHIIIsIX Ta ONTHMI3allisl IUISAXiB HaBYaHHSL.
TonepenHi OIIHKK MMOKA3yIOTh, IO LIEH MiJIXiJ MOXE CKOPOTHTH Yac i 3yCHIUIs, HEOOXiJHI IS Y3TODKEHHS KOMIIETEHIIH, OJJHOYACHO MiJABUIYIOYH
TOYHICTb BUSIBJICHHS POTAJIMH Y HABUYKaX. Pe3ynbTaT OCHIIKEHHs] KOPUCHI JJIsl YHIBEPCHTETIB, SIKi IParHyTh OHOBUTH CBOI HaBYaJbHI MPOrpamu,
Juist ocib, sKi TMparHyTh PO3BUHYTHU TI€BHI HaBMYKH, Ta JUIsl poOOTO/ABINB, sKi OaXKaroTh MaTH UiTKimI Ta OUTBII MOPIiBHAHHI Mpodini KaHIMAATIB.
INoenHytoun HaBYaHHS Ha OCHOBI KOMIIETEHIIH 31 CTaHAAPTH30BaHOI €BPONEHCHKOI PaMKOI, I cucTeMa 3a0e3lnedye THydke Ta MaciirtaboBaHe
pillleHHs /1A HOCHJICHHS 3B’ SI3Ky Mi’K BUIIIOIO OCBITOIO Ta MiHJIMBUMH BUMOTAMM PHHKY Ipami B Tamysi IT. Ii Takoxk MOkHa 3aCTOCOBYBATH [0 iHIIMX
raiysei 3 ycTaJeHHMH MOJEIISIMU KOMITETEHIiH.
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CHUHTE3 KLUIBKICHUX IIKAJ MOJIEJIEX 3PLJIOCTI JIJIsSI OIHKHU SIKOCTI ITPOLIECY PO3POBKH
IMPOI'PAMHOTI'O 3ABE3IIEYEHHS

Y po6OTi MOHSATTS SIKOCTI BU3HAYAETHCS SIK OJHH 3 HaifO1IbII BaXKITUBHX ITOKA3HUKIB OL[IHKY IPOXYKILIi Ta MOcIyr. PO3risiHyTi OCHOBHI eTany eBOIONii
1pOro noHsATTA. Ha yetBepToMy eTami, sSIKHil XapakTepH3yeThCs TOTANbHUM MeHemkMenToM sikocTi (Total Quality Management — TQM) 3’siBasieTbest
cepist cranpaptiB ISO-9000 na cuctemu sikocti. Etan TQM Ta mi cTaHZapTH XapaKTepU3YIOThCS MOYATKOM BHKOPHUCTAHHS 1X ISl TPOrPaAMHOTO
3abe3neuenns (I13) Ta mpouecy po3podku (ITP) T13. YV po6oTi po3riisaaroThes CTaHAAPTH, SKi BIAHOCATHCS 10 HACTYITHAX MOJIEIIeH 3piiocTi ouinku [TP
I13: Capability Maturity Model Integration (CMMI) Ta Software Process Improvement and Capability dEtermination (SPICE). Moaens CMMI mae nga
BapiaHTH BHKOPHCTaHHs: Oe3nepepBHuit Ta auckpernuil, a moxens SPICE Ttineku GesmepepBHHil. Y Oe3mepepBHOMY BapiaHTI MOJENi 3piIocTi
OLIIHIOIOTHCS Ha OCHOBI IXHIX HACTYIHUX CKJIamoBUX: (okycHi obnacti wrst moneni CMMI; nponecu st moneni SPICE. [luckpernuii BapianT Mozei
CMMI orinroe sikicts Besoro [IP I13. ¥V Beix TppoX BHIAAKax SKICTh BH3HAYAETHCS HA OCHOBI OaibHHX SKICHHX mKal. [lomaibiui ZOCIimKEHHS
MOKa3aju, U0 GanbHi MKajId He B MOBHIM Mipi MOXKYTh OyTH BUKOPUCTAHI AT [UaHyBaHHA miguients skocti [1P I13. Tomy mMeTor0 mociimKeHHs
Oyna po3poOKa TEXHOJOTIl MEepeTBOPEHHs OalbHUX SKICHUX IIKal Yy KUIBKICHI 332 JOHNOMOTOK (DYHKIT KOPUCHOCTI, IO JO3BOJIMIIO MiIBUIIATH
aJIeKBaTHICTh pO3pobieHnx Mozeneil 1o peansHoro [P I13. Buxoasiu 3 1pOro 3amporoHOBaHa TEXHOJOTIsI IEPETBOPEHHs GalbHOI SIKICHOT MIKAIH Y
KUTBbKICHY Ha OCHOBI (yHKIIT KOpucHOCTI. CyTh TEXHOJIOTII MIOJIATAE B TOMY, 10 KOJKEH PIBEHb MOXIMBOCTI PO3TIISLIAETHCS SIK aIbTEPHATUBHHIN BapiaHT
PpiBHS KOpUCHOCTI (POKYCHOI 0011acTi abo mponecy. Jlaii BUKOPHCTOBYETHCS METOMOJIOTISI KOJIEKTHBHOTO €KCIIEPTHOTO OLIHIOBAHHS Ta B il MeXkaXx MeTox
nmapHUX mopiBHAHb Caari, e KOMaH/a eKCIEPTiB OLIHIOE KOPHCHICTH PiBHIB MOXJIMBOCTI 110 BiTHOLICHHIO OJHOTO 10 iHIIOro. B pe3ynpraTi Ha mikai
BiZl HyJs IO OJUHHI[ OTPUMYEMO KOHKPETHI 3HAYEHHS KOPUCHOCTI KOXKHOTO PIiBHS MOXIMBOCTI. JIJisl MUTaHYBaHHS ITiJBHINECHHS SIKOCTI OKPEMHX
(okycHux obusacrtei Ta mpoleciB HeoOXiqHI BiqmOBiaHI pecypcu. ToMy y HOAANBIIOMY CTOITh 3aJada ONTHUMi3allil BUTPAT 3 METO MaKCHMi3allii
¢ynkuii kopucHocti. HaBeaena texHonoris GopMyBaHHs 30aTaHCOBAHUX KIMbKICHUX IIKAJI, sIKa 0a3yeThCsl HA OTPUMAHMX KITbKICHHX IIIKaTaX MOJenel
3pinocti. CyTs 30aaHCOBAHOT LIKAIH MOJISITAE B TOMY, II0 MPOMIDKKH MiX OKPEMUMH OLIIHKaAMH KOPUCHOCTI (hOKYCHOI 0bnacti abo mporecy 3aaexHo
BiJl HAIAHUX PECYPCIB HE IOBUHHI CHIIBHO Bifpi3HATHCSA. OXHUM 3 BaroMuX HaIpsIMKIiB ITOJAJIBIINX JOCIIDKEHb € PO3po0Ka alropUTMy ONTHMI3amil

MOJIei TUIaHyBaHHs MiIBHUIIEeHHs piBHs 3pinocTi [TP I13 Ha ocHOBI METOLy MOCIIiTOBHOTO aHalli3y BapiaHTiB.
KurouoBi cj1oBa: nporec po3poOKH MPOrpaMHOro 3a0e3NneyeHHsl, SKICTh, KA MOJENEH 3pijaocTi, ONTUMI3allis BUTPAT, MOAENb ONTHUMI3allii

IUTaHYBaHHsI, €KCIIEPTHI METO/IH, METOJ ITOCIITOBHOTO aHaJi3y BapiaHTIB.

Beryn. [ToHATTS SKOCTI € OMHAM 3 HAWOUITBIIT BaXKITH-
BHX ITTOKa3HUKIB OIIIHKH MPOIYKIIi Ta mocayr. SKIicTh me
KOMIUIEKCHE IHTerpajibHe MOHSATTSL, SIKe BCEOIYHO XapakTe-
pu3ye MiSUTBHICTh CKIATHOI CUCTeMHU. TeXHOJOril OMiHKA
SIKOCTI MPOYKIIIT Ta MOCIYT 3 4aCOM IPHUTEPIILIIN €BOIOLIT
1 Ha TeTepilHii yac MO’KHA BUJUTUTH PSiJl €TaIliB PO3BUTKY
SIK CaMOTO TOHATTS SIKOCTI, TakK 1 MAXOMiB A0 11 OI[HKH.
CTHCIIO PO3MIIIHEMO OKpeMi eTalu eBOJIOLIi I[bOro Io-
HATTS.

Jo mepmroro eramy BiTHOCHTBCS cucTema Teinopa,
sIKa YCTaHOBJIIOBaJIa BUMOTH JI0 SIKOCTI OKPEMHX BUPOOIB y
BUTJISI JIOMYCKiB pi3HOro Tuiy. L{uM muraHHAM novann
3aiiMaTHCs IHCTIEKTOPH — NMpoQecioHaIn B 00J1acTi OIIHKH
SKOCTi. BUMOTH J10 SIKOCTiI BCTAHOBJIIOBAINCH Y TEXHIYHUX
YMOBax JI0 BUTOTOBJICHHS NPOAYKIii. Takum dnHOM 31iiic-
HIOBAJIOCh KEPYBaHHA SIKICTIO OKpeMHX BupoOiB. [pyruit
eTal XapakTepU3YEThCs TMPOLECHUM ITiAXOJ0M JI0 Kepy-
BaHHA skicTI0. Ha mpomy etami rpyna P. JI. JIxoHca 3a-
KJIaJja OCHOBHU KEPYBAaHHS SIKICTIO Ha OCHOBI CTaTHCTHKH.
[Moganpmmii  pO3BUTOK TAaKOTO IMIAXOMy pealli30BaHO
B. lllyxaptom, X. Jomkem ta X. Pominrom. 3’sBuiacs
CHCIiaNbHICTh — iHKeHep 3 sSKocTi. OCHOBHUHA aKICHT

CHPSIMOBAaHO Ha BHSBJICHHS NPHYMH Ae(EeKTiB 1 IXHBOTO
YCYHEHHS Ha OCHOBI BMBYEHHS IPOILECIB PO3POOKH Ipo-
nykuii. Ha tpetrbomy etamni Oyna BUCyHYyTa KOHIEIILIS TO-
tanpHOro KepyBaHHs sikictio (Total Quality Control —
TQC). Ti aBTOpOM Ta PO3POOHUKOM € BUIATHHIA aMEpUKAH-
cekmii BueHud A. Delirenbaym. lleit eran xapaktepusy-
€ThCS TOKYMEHTAMHU IO CHCTEMIi SKOCTI, SIKi BU3HAYAIOTh
BIJIMIOBIAJIbHICTD 32 SAKICTh HE TUIBbKK (haxiBIIiB 3 AKOCTI, a
1 BCIX KEpIBHHUKIB OKPEMHX MiJPO3ILTIB ITiIPHEMCTBA.
Bemnka yBara TmpuaiIA€ThCS  MIABHMINEHHIO  iXHBOI
kBami¢ikanii B obmacti 3abe3neueHHs skocti. OnHieo 3
0cO0JIMBOCTEH IIHOTO €TaIy € peecTpallist Ta cepTudikamis
CHCTEM SKOCTI He3aJle)KHOI0 cTopoHoro. IlinBummnack
BIIMOBIAANBHICTS 1 TapaHTii 10 SKOCTI MPOAYKINi Ta
nociyr. YerBepTuil eran XapakTepU3YETbCsl TOTaJIbHUM
menemrmenTom skocti (Total Quality Management —
TQM). Pizauns mixk TQM ta TQC y Tomy, mo TQC 3a6e3-
Meyye KepyBaHH SKICTIO 3 METOI0 BUKOHAHHS BUMOT, SIKi
3a31aierigp BcraHoBieHi, a TQM kepye minasiMu, Ha OCHOBI
aknux copmoBani Bumoru. Ha ocnosi TQM 3’siBisieTbest
HOBA cepist cTaHIapTiB Ha cucTeMH sikocTi Triry ISO-9000.
Henonixom mepmmx craHaapriB Iii€i cepii Oyna ciaOka
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CIIPSIMOBAHICTh Ha €KOHOMiUHY e(EeKTHBHICTH 1 BiACYT-
HICTB CIIPSIMOBAHOCTI Ha CBO€YACHE ITOCTadaHH.

Ileli eram xapaKTepU3yeTbCcs MOYaTKOM BHUKOPHUC-
TaHHS CTaHAAPTIB SKOCTI IJIS MIPOTPAMHOTO 3a0€3IIeUCHHS
(I13) Ta mponecy po3po6oxw (I1P) I13. Oguum 3 nepinx 6yB
ISO/IEC 9126, sixuit mictuth Moaens sikocTi [13 [1]. Cran-
napt ISO/IEC 25010 € po3sutkom ISO/IEC 9126 i micTuth
MoJiepHi3oBaHuil Habip arpuOyTiB sikocti [2]. Mogenb
Software Process Improvement and Capability dEtermi-
nation (SPICE), ska ommcyetbcs ctanmaprom ISO/IEC
15504, BiZTHOCHTBCS 1O MOJEJIEN 3piIoCTi, SIKi OIIHIOIOTh
sixicts [1P I13 [3]. Mogemmro 3pinocti TP I13 € Capability
Maturity Model Integration (CMMI) [4].

IMocranoBka Ta Mera 3amaui gocjigkeHHs. J[ns
OIiHKM TOKa3HUKiB skocTi [IP II3 BUKOPHCTOBYIOTHCS
pi3HI IIKamW, SAKi MOAUISIOTHCS Ha JBa TUIH: SKICHI Ta
KuTbKicHI. Ha BiIMiHY BiJ KUTbKICHUX OIIIHOK, sIKi BiJ{IIOBi-
JIal0Th 00 ’€KTUBHUM BUMipaM TOKa3HHKIB SIKOCTI, EKCIep-
THI OLIHKH XapaKTEePHU3YIOThCSI Cy0 €KTUBHUMHU AYMKaMH
(axiBIIiB 1 TOBOJII YacTO BU3HAYAIOTHCSA y OANBHUX IIKa-
nax. banpHi mkanu OyBarOTh ABOX THUIIIB 1 BIAHOCSTHCS 10
sKicHUX mKail. Ilepmmii xapakrepusyeTbes 00’ €KTUBHUM
kputepiem. KoxHiii rpamarii Takoi IIKay BiMOBITae Bep-
OabHUI OMIC STAJIOHIB 1 IHAWBITyaIbHI OMIHKA € PIIYKTY-
alisMH peanbHUX 3HAYCHb.

3 HaBeneHUX BUIE Mojened ominku sxocti 1P I13
HaiOUIpIy moOmyJsipHiCTs HaOymu wmoxeni CMMI Ta
SPICE. Ilepura mae nBa BuMipu ouinku sikocti [P I13: 6e3-
nepepBHUN Ta TuckpeTHU. Ha piBHI Ge3nepepBHOro Bapi-
aHTa IMPOBOJUTHLCS OIIHKA SKOCTI OKPEeMHUX CKiaaoBux [1P
I13, sixi Ha3uBarOThCsl POKYCHMMH O0JIACTAMH 3 BUKOPHUC-
TaHHAM OanbHUX IIKad nepiuoro Tuny. Koxen 6an B me-
xax Big 0 1o 3 BiANOBIiZa€e PiBHIO MOXIIMBOCTI (POKYCHOT
obmacti. Juckpernuii BapianT moxemi CMMI Takox 3a-
BJISTKM OalIbHIH IIKadi mepiroro THITy omiHioe Bech [1P T13
i Mae I’ sTh piBHIB 3pinocTi Bix 1 1o 5. Mogens SPICE mae
TIJIBKHU Oe3nepepBHUH BapiaHT OLIHKHU SKOCTI ii TIporeciB —
CKJIaJIOBHX OIIHKH AKOCTi Bcboro [P I13. Koxuuit mporec
Ma€ IT’SITh PiBHIB MOKJIMBOCTI (OIiHKA sIKOCTI) Bix 1 10 5.

BepOanbHuil onuc HaBejeHUX BUIE Mojeied 0yio
(dbopmaizoBaHO 1 BUKOpUCTaHO Yy poborax [5—7] anis cun-
Te3y MoJelieil onTuMisauii MianyBaHHs MMiJBHIICHHS KO-
CTI SIK OKPEMHMX MHOXHUH (OKYCHHX oOJacTeil 1 mporecis,
BigmosigHo moaeneirt CMMI ta SPICE, Taxk 1 Bcworo ITP I13
Ha ocHOBI Mozeni CMMI.

TToaaneIn AOCTIHKEHHS MOKA3aJIH, 1110 OabHI KN
HE B [TOBHIH Mipi MOKYTb OyTH BUKOpPHCTaHi U pO3POOKH
MoJIeNiel ONTHMI3allii TNIaHyBaHH MiABUIIECHHS KocTi [1TP
I13. Ile noB’s13aHO 3 THM, IO 3aMPOIIOHOBAHI OaJbHI AKICHI
LIKaJIM HE J03BOJISIOTH OLIIHUTH Ha CKUIBKH ITiBHILY€EThHCS
axicts 1P I13 3 xoxxHUM Garom 3 morisigy KopucHocTi ITP
I13. KpiM mporo, KokeH 6ai BiAMOBiAae pi3HOMY po3Mipy
miABHIEeHHS KoprcHOCTI Bcboro TP I13 Ta #oro oxpemux
CKJIAJIOBHX 1 HE MOXHa c(hOpMYBaTH 3aJIS)KHOCTI Ii/IBH-
meHHs sikocTi [TP [13 3aBaskn BUKOPUCTAHHUX PECYPCiB.

MeTor0 IOCHiPKEHHS € po3po0Ka TEXHOJIOTIi mepe-
TBOPEHHS OaJbHUX SIKICHUX IIKall y 30anaHcoBaHi Kijlb-
KiCHI, III0 JJO3BOJIUTH ITiJIBUIIUTH aJIeKBaTHICTH po3po0Iie-
Hux Mojeneit no peanssoro ITP IT3.

TexHoJiorin mnepeTBOPeHHs] OaJbHHX HAKICHHUX
IKAJT y KilbKicHi Ha ocHOBI GyHKHII KOPHCHOCTI.

dopmyBaHHs OaTbHUX IIKaN (GOKYCHUX 00JacTel Ta mpo-
recis, BixmosigHo Moneneit CMMI ta SPICE, naBeneno y
po6ori [8].

Ha miif ocHOBiI BBeIeMO HACTYIHI MO3HAYCHHS IS
3MIHHHX, $IKI BHM3HAQUalOTh IXHIH pPIBEHb MOXIIMBOCTI
(piBenp sixocti): C* — piBens MoxamBOCTI | -1 hoxycHOT
o6macti K -i kareropii, C* € {0123}, e ie “ keK :

K —mHokuHa Kateropiii QokycHux obiacteid Mmozemi
Tk v .
CMMI, a | * — muoxuna dokycuux obnacreit K -i kare-
ropii; S™ — piBen» MosIMBOCTI P -ro mpouecy K -i ka-
N K .
teropii, S” 6{1,2,3,4,5}, e pel®,keK ; K —wMno-

’KrHa Kateropii mporecis mojeni SPICE, a | K _ MHOMXHHA
nporecis K -i kareropii.

Jiis 3abe3meueHHs IKOCTI OKPeMHUX (POKYCHHX 00Jia-
CTel Ta MpOLECiB Ha BIAMOBIAHUX PIBHAX MOXIIMBOCTI He-
00XiTHO BUTpayaTu NeBHI (iHAHCOBI pecypcu. Bymemo
BB)XaTH, IO IPU TiJBUIICHHI PIBHSA MOXIJIUBOCTI JUIs
KOKHOT poKyCcHOT 00JacTi i mpolecy BU3HaueHi (hiHaHCOBI
pecypcH, siKi Ipe/ICTaBICH] Y BUIJISII TPUKYTHUX MaTpPUIb
(tabm. 1,2). R¥

Kk . . . .
i lep — ¢iHaHCOBI pecypcH, HEOOXiaHI s
niaBuIenHs | -ro piBHg MoxIMBOCTI 10 j -TO | -i okyc-
Hoi obOmacti momeni CMMI ta P-ro mporecy mojeni
SPICE mis K -i kateropii. BBakaeTbes, Mo 1st KOMKHOT
(hOKYCHOT 00JIACTI MOYATKOBHIA CTaH PIBHS MOXKJIMBOCTI SIK
MiHIMYM JOpIBHIOE HYJIIO, @ IOYaTKOBUI CTaH PiBHS MOX-
JIUBOCTI TIPOLIECIB 5K MIHIMYM JOpPIBHIOE OJUHHIIL.
=ik K . . . .

RS, R™ — dinancosi pecypcu, HEOOXiaHi ISt TOCATHEHHS
MMOYaTKOBOTO HYIFOBOTO PiBHS (POKYCHOI oOiacTi Mozemi
CMMI i, BignoOBigHO, OAWHUIN MJIs TPOLECY MO
SPICE.

Tabmunst 1 — DinaHCOBI pecypcH, HEOOXIIHI IS i ABUIIICHHS
piBHsI MOsJIMBOCTI hokycHOT 06acti Moxeni CMMI

cH 0 1 2 3
0 0 Re: Rgs Res
1 0 0 R R
2 0 0 0 R
3 0 0 0 0

Tabnuus 2 — GiHaHCOBI pecypcH, HeOOXiAHI IS TiABUILICHHS
piBHst MosxsBOCTI mpouecy Moaeni SPICE

S 1 2 3 4 5
1| o0 5 RY " RE
2 0 0 RY R Ry
3 0 0 0 R R
4 0 0 0 0 RX
5 0 0 0 0 0

Sk 11 KOXkHOT (POKyCHOT 001aCTi TaK 1 Ui Ipouecy
MOXYTh OYTH Pi3HI BapiaHTH MOCIITOBHOCTI ITi{BUIIICHHSI
piBHS MoxumBocTi. Hampukinan, Ha puc. 1 HaBeneHO 4o-
TUPH TAaKUX BapiaHTH Juis pokycHoi oOnacti. Bynemo BBa-
JKaTH, 10 HEoOXiaHI (hiHAHCOBI PecypCcH A IiABHIICHHS

Coxon B. €., I'oonescoruii M. /1., Maneyw /]. K., Agpanacves K. O. Cunme3 KinbKICHUX WKAT
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PiBHSI MOYKJIMBOCTI 32 0JTWH KpokK Bix 0 10 3 (Bap. 4) MeHIIi
HIK Ti, 110 HEOOXiIHI MPH MOKPALICHHI IKOCTI (OKYyCHOT
o0macTi MOKpoKOBUM HUIsTX0oM. Lle BimHOCUTBCS 1 10 Bapia-
HTIB 2, 3.

L5~

Puc. 1. BapianTy migBHIIEHHS PiBHS MOXIIMBOCTI (OKYCHOT
obnacti mozgeni CMMI

RE
Bapianr 2: ﬁé‘;, _”3(.
Bapiant 3: R, RE.

BapianT 1: ﬁ(')i,

. . pik
Bapiant 4: R;.
Ha puc. 2 HaBeneHo rpadik BapiaHTiB 3MiHU PiBHIB
MOXKIIMBOCTI OKpeMux nporeci Mmogeni SPICE
e 4

5

(&

R ORRS RN R

Puc. 2. BapiaHTy migBUIEHHS PiBHS MOYIJIMBOCTI ITPOIIECY
mozeni SPICE

Bapiant 1: R, RX, RE, R,
Bapiant 2: R, RYY, R,
Bapiant 3: RY, R,

Bapianr 8: R

Ha ocHnoBi Bumie HaBeneHO! iH(poOpMAaIil NMpPONOHY-
€TbCS1 BUKOPHCTaHHS (PYHKIIIT KOPUCHOCTI JUIS OL[IHOK KO-
cTi poxycHux obnacTeli Ta mpoueciB MoJielNei 3pitocTi Ha
iHTepBaT [0,1] , JI¢ OJWHUII BIIMOBiIa€ MaKCHMaJbHA

KOpHCHIcTb. [IpupoiHO BBaXaTH, 110 PiBHIO MOKJIMBOCTI,
SIKMH JTOPIBHIOE TPHOM ISl POKYCHHX 00J1acTei BiIIOBIIaE
MaKCHMallbHa KOPUCHICTb, sika JopiBHIOE oauHuUI. [1loa0
nporteciB Moaeni SPICE, m’satomy piBHIO MOKJIMBOCTI BifTl-

MoBigae 3HadeHHS (YHKII KOPHUCHOCTI, SIKa ITOPiBHIOE
onuHUII. Y TOAAJBIIOMY CTOITh 3ajada omTuMizamii ¢i-
HaHCOBUX BUTPAT 3 METOI0 MaKcuMi3amii (GyHKIii Kopuc-
HOCTI.

Po3risiHeMO KOKeH piBEHb MOKIMBOCTI (POKYCHHX
obnacTeil Ta MpoOLECIB SIK JAESKUI BapiaHT (QJIbTEPHATHBY)
OLIIHKM TXHBOT KOopHcHOCTI 3 morysiny Besoro 1P I13. Toxi
MOYKHA BUKOPHCTATH METO/IO0JIOTII0 KOJIEKTUBHOTO EKCIIep-
tHoro otintoBanHsA (MKEO) [9] Ta B 11 Mexkax MeTOA map-
Hux nopiBHsHb Caarti [10] a7 BU3HAYCHHS BaroBHX KOe-
(iIieHTIB KOXKHOTO PiBHSA MOIJIMBOCTI 3 HOTIISAY (QYHKIIIT
KOPHCHOCTI.

binpmn geTanpHO SIK NPUKIAR PO3IIISTHEMO IEPETBO-
peHHS 0anbHO SKICHOI IIKAJIK B KiNBbKICHY 17 (POKYCHHX
obnacteit Mosieri CMMI. Ha ocHoBi 3minHoi C* Bu3Ha-

ik NG .
YMMO 4OTHpH anbTepHaTHBH C; (l), 1=0,3 nns xoxHOi
i -i poxycHoi obmacti K -i kareropii, sxi ominrO0TECS N
ekcrepramu, j =1,n. KoxXHa 3 4OTHPbOX albTEPHATHUB

BU3HAYa€ BiAMOBITHUMN piBeHb MOKIUBOCTI Bif 0 1o 3. Hami
Ha OCHOBI MeTo/y nmapHuX mnopiBHsIHb Caati popMyeThCs

Marpuus napHux mopisHsEe A" ()= {a,'sk (J)} )
ik H i HE . . .

a () —ii enementn st |- poxycuoi obmacti K -i xa-

TEeropii, sIki BA3HAYAIOThCA | -M €KCIIEPTOM Ha OCHOBI 30a-

JIAHCOBAHOI IIKaJIX MOXIAHOI BiJ AEB’ ATHOAIBHOI MIKAJIA
Caari [11, 12].
Bexkrop BaroBUX

P ()={A" (i), 1=0.3]

PO3B’sI3aHHS HACTYITHOT'O PiBHSHHS

A*(J)-p* (5) =2k (3)- 2% (i), i=1n, ()

KoeQiIieHTiB

3HAXOJUTHLCI Ha  OCHOBI

" A .
IS j’rlnax(]) — MAaKCHUMaJIbHC BJIACHC 3HAYCHHA MaTpHIl

A*(j) 3a ymoBu
4 _
DA (1)=4 j=1n,
s=1

e /15"( ( j), $=1,4 — okpeMmi BIacHi 3HAYEHHS MaTPHILi
A* (j) . JI1st 3HaXOKEHHS /I,irlfax ( J) HEOOXIiTIHO PO3IrJIs-

HYTH PiBHSHHS
A (5)-p" (1) =2" (1) p" (i),
sike MO3Ke GyTH PEICTaBIIeHe Y BUIIA
(A ()=2"(i)-1)p"(i)=0.

ne | —oauHuYHA MaTpUIs.

Heo0xigHO0 1 TOCTaTHROI0 YMOBOIO iCHYBaHHS He-
TPUBIaJIBHOTO PIIIEHHS IIi€i CHCTEMH piBHSIHB € Te, o il
JIETEPMiHAHT IOPiBHIOE Hym0. ToMy 3ammucyemMo BUpas je-
TEepPMiHAHTA, MPHPIBHIOEMO HOTO 10 HYJNSA 1 OTPUMYEMO

. ik -
pimenns A, (j), $=14, 3 AKMX 3HAaXOAUMO MAaKCH-
.
manbHe 3Hauenns Ay, (), sxe Bukopucrosyerses y (1). 3

ypaxyBaHHSIM HOpPMYBaHHS
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ik [+ H
3o (i) =1 §-In
1=0
OTPUMYEMO KOHKDPETHI 3Ha4YCHHS BaroBUX KOe(ili€HTIB
PIBHIB MOXJIMBOCTI

ik (s ~ik [ .
A (§)=pA"(i), 1=0,3 j=1n
HeoOXiqHO MiAKPeCcInTH, 10 3HAXOIKCHHS BIACHUX
BekTopiB Matpuii A* ( j) , 0COOJIMBO 7SI BEJIMKOT po3Mip-
HOCTI, IIe IyXe TPYJIOMICTKa mpoueaypa. ToMmy Ha mpak-

THUII JOBOJIi YaCTO BUKOPHUCTOBYIOTHCS HAOMMKEHI 009rmcC-
JIEHHS TaKl, K

s=0

[lepen BupimeHHIM 3a1a4i IHTETpAIlil OIIIHOK N eKc-
NEepPTIB IPOBOIUTHCS MeEpeBipKa CTYMEHS Y3rOJKEHOCTI

enementis koskuoi Matpuui A" (j), j=1n i nani Busna-

Ya€eThCsl BEIMYMHA JOCTATHOCTI CTYNEHS Y3TOJPKEHOCTI
o0 pekomenariiii T. Caari [10].

HacrynHum erarnoM BU3HAa4YEHHs BaroBux KoedilieH-
TIiB piBHIB MOXJIHMBOCTI (hOoKycHOI obyacti € iHTerparis
IyMok N ekcrepriB. [IponoHyeThest po3B’si3aHHA Li€i mpo-

071eMH 3a JOTIOMOT0I0 BEKTOpa { 7i 1=1 n} BaroBUX Koe-

(IIiEHTIB KOMITIETCHTHOCTI OKPEMHX EKCIIEPTIB, sIKi BXO-
JSTh y BU3HAUCHY KOMaHy.
Bynemo BBaxkaTH, 110

7, >0, j=1n, Yy =1

=1

Toxi BekTop BaroBux KoedillieHTIB iHTErpoBaHOI OIIHKH
PIBHIB MOXJIHMBOCTI (pOKYCHOT 00JacTi BU3HAYAETHCS Ha-
CTYIHUM YHHOM

ﬁik: ﬁlik:zyjﬁlik(j)’ Iz(ﬁ )
j=1

IIpn HeoOXimHOCTI TEpPEBIPSETHCS Y3TOMKEHICTH
JYMOK €KCIIEpTiB, a TAaKOK BU3HAYAETHCS BEJIIMUMHA JIOC-
TaTHOCTI CTYIEHS Y3TOXKEHOCTI.

[lepeiinemo Ge3mocepeaHbO 10 IMEPETBOPEHHS 0aib-
Ho{ mKain POKyCHOI 001acTi y KiNbKiCHY Ha OCHOBI BU3Ha-
YEeHHX BaroBUX Koe(]ilieHTiB piBHIB MOKIMBOCTI (POKyCHOT
00macTi, a TaKOX HOHATTA QPYHKIIi1 KOPUCHOCTI Ta HEOOXi-
HUX (IHAHCOBHX PECYPCiB MPH IiABUIICHH] PiBHIB MOXJIH-
BocTi ¢okycHOi obmacti (Tabn. 1, puc. 1). Bynemo BBa-
KaTH, M0 KOXKHOMY PiBHIO MOXJIUBOCTI (POKYCHOI 00IacTi
BIJINIOBiJ]a€ JesKa KOPUCHICTh 1 MaKCHMAJIILHOMY DPIBHIO
MOJKJIMBOCTI BiJIMIOBiJla€ MaKCUMAalIbHE 3HAYCHHS (PYyHKIIIT
KOPHCHOCTI, SIKEe JOPiBHIOE OJIIHUIII.

" —
Beesemo Hactynne nosnauenns P, 1=0,3, sxe

Bimosigae xopucHocTi | -1 poxycnoi o6macti K -i karero-

pii Ha | -my piBui mMoxmuBocTi. OTxeE, KOKHOMY PiBHIO
MOXIIMBOCTI BINNOBiZae 3Ha4€HHS (QYHKIII KOPHUCHOCTI,
sIKe MOXKe OYyTH 3HAiIeHO NPU BUKOPUCTAHHI HACTYITHOTO
MiAXOTy.

Sk Oyno miAKpecieHO BHIIE, P;k BiNOBiZae Tpe-

THOMY PiBHIO MOJKIIMBOCTI 3 BaroBUM Koe(ili€eHTOM 53”‘ .
B sxocti pemapku OyznemMo BBakaTH, 110 Barosi Koedirie-
HTH KOKHOTO PiBHA MOYUIMBOCTI | -i pOKyCHOI 061acTi He
3ajexaTh Bij mianepiony miaHyBaHHs. Toai BpaxoByO4H
Te, 10 P;k =1, 3nayenus QyHKIii KOPUCHOCTI, 5Ki BiAmO-
BiJAIOTh IHIIMM PiBHAM MOXIUBOCTI (POKYCHOi 0OmacTi,
MOXKYTh BU3HAYATHUCh HACTYITHUM YHHOM

—ik ik
i P —ik /=i D)
P|k :pl_ikS :,0|k/,03k, IZO,Z.
P3

B pesynbrati, SIKIIO JOMOBHUTH pUC. 1 32 yMOBHU po3-
IS0y [eplIoro Bapianta (iHAHCYBaHHSA, TO OTPUMAEMO
HacTymHu# rpadik (puc. 3)

¢ ik & PH\

R

|
'

|

|

1

|

|
4

R* R

01

By
el
R

o=

Puc 2. HaouHa inTepnpeTaltis IepeTBOpeHHs OanbHOT IKiCHOT
HIKaJIU Y KiTbKICHY

. ik . .
Omxe, Ha oci P" Mu oTpumany KOHKpETHI 4ncenbHi

smauenns P*, | =0,3 dynkuii kopucHocti hokycHoi 06-

nacti. HacTymHuii eTamn moB’si3aHuii 3 aHaIi30M BEJIMYHH:
ik _ pik ik _ ik ik _ 19

AR =P, AR* =(R*-PRY), 1=13 3 meroro dopmy-

BaHH 30aTaHCOBAHO] IITKAJIH.

TexHosoriss ¢opMyBaHHsI 30aJJaHCOBAHUX KiJlb-
KiCHMX mIKaJa mozedeii 3pijocti. Y poborax [11, 12] Ha-
BEJICHO TOHATTS 30aJaHCOBAHUX IIKAN JIBOX THIIIB: JIJIS
MapHUX TOPIBHSAHb Ta Oe3MocepenHbOi OIIHKH 00’€KTa
nociimkeHHs. OcTaHHI XapaKTepU3yIOThCs MOIUIKaMH, SIKi
3HAXOAATHCSA MPUOJNU3HO HA ONHIM BiJCTaHi OJHA Bif
HacTyHOI. BiANMOBIHO 10 1MX BU3HAYEHb MPOIOHYETHCS
HACTYIHA TEXHOJIOTis (hopMyBaHH: 30aJaHCOBAHOT IIKAIH

- pik
apyroro tumy 3a ymoBH, mo ¢yukuis P*(R) (puc. 3) €
KYCKOBO JIIHIHHOKO 3 By3JI0BUMH ToukaMu 0, Pl'k, 1=0,3 B
SKOCTI OOMEXEHHS TPHUILYCTHMO, IO KUTBKICTh Tpajariiit
Ha iHTepBaJi [0,1] (byHKIIT KOPUCHOCTI HE TIOBHHHA Tiepe-

BUIIIYBaTH JBaHAALATH. Lle B Mexax MOCIIIKCHb BUCHHX,
sIKi BUKOPUCTOBYIOTh JIeB’ATHOAbHY Ikany Caarti, a Ta-

Coxon B. €., I'oonescoruii M. /1., Maneyw /]. K., Agpanacves K. O. Cunme3 KinbKICHUX WKAT
MoOenetl 3pinocmi 015l OYiHKU AKOCMI npoyecy po3pooKu nPoSpamMHo20 3abe3nedents 125



ISSN 2079-0023 (print), ISSN 2410-2857 (online)

KOX Di3Hi MOXigHI Bix HEi, y TOMY 4mcHi i 30amaHCcoBaHi
HIKAJIH.
Ha neprmomy erami Mu MaeMO 4OTHPH Tpanarii, sKi

. . ik A" o
Binnosinawots sHavenmwsam P, 1=0,3 ¢ynkuii kopucHo-

cti. IHTepBamM MK IIMMH 3HAYCHHSIMHU BiIMOBINAIOTH
YMOBI

3
D AR¥ =1, Vi k. 2
1=0

TO}_'li MOJKHa CTBEPpAKYBaTH, 1O BEJIMYUHA

AP =min {AR*}, Vi,k

He nepeBuirye 0,25. Jlami po3riisHEMO CIIOYATKy APJ.ik Ha
iHTepBaJi [0,1;0, 25], ne OylneMo BUKOPHCTOBYBaTH Ha-

CTYHnHU# miaxix. SIKmo A aeskoro N BHKOHYETHCS
yMoOBa

n+0,5<AR* /AP* <n+151€{0,3}, 1=, (3)

e ne {1, 2, 3} — 1iJe yucno, To Bianosiauui | -i inTep-
n+1

ik _ . Lo
AP =0,25. Toni, BpaxoBytoun ymoBy (2), Bei iHmi

BaJl IMOAUIAETHCS Ha yactuHu. Hanpuknang,

AP,"‘, le {0,3}, | # j nopismrorots 0,25 i mkana e 30ana-

HCOBaHOK 3 4yoTuUpMa rpajamismu. KoxkeH 3 iHTepBaniB
TaKoI KA MOKe OYTH MOJIICHUM Ha JBa 1 MU IIPH HEOO-
XIIHOCTI OTpUMaeMO 30aJaHCOBaHy IIKaJIy 3 BiChbMOMa

rpajauisMy. 3 iHIIOi CTOPOHH, SIKILO AP]-'k =0,1, to mak-
CHUMaJIbHa KUIbKICTh rpajaliit Oy/ie B TOMy BUNIAJKY, KOJIH
nBa iHII iHTepBanu mopiBHioTH 0,1, a ocranuii — 0,7.
Toxui ymona (3) Buxonyerses npu N=06 i orpumaemo 36a-
JIAHCOBaHY LKAy 3 JeCsIThMa TpajallisiMu i iHTepBaniamMmu
Mmix rpaganismu 0,1. Omxke, AKIIO APj'k e [0,1; 0, 25], Oy-
JIeMO OTPUMYBAaTH WKy 3 TpajialliiMy BiJi YOTHPHOX JIO
JeCsTH 3 NPUOJIIM3HO OJHAKOBUMH iHTEPBAJIIAMH MiX rpa-

mamisMu. Taki mKamy HAOIMKAIOTHCSI OO BU3HAUYECHHS
«30a1aHCOBAHA 1IIKAJIaY.

. ik . .

[epeiinemo a0 cutyariii, Koiu APj' € (0, 0,1) . Takuit
iHTEepBaNl (PIKCYETBCS 1 PO3TIAMAIOTHCS TPH IHIN iHTEP-
BaJid, 3 SKUX 3HAXOAUTHCS HAMMEHIITNH

AP = min {AR*}, Vi,k.

1=0,3/1#

3a anaoriero 3 (3) 6yaeMo BUKOPHCTOBYBAaTH HACTY-
ITHY YMOBY

n+o,53AP|‘k/AP;k <n+15 1 e{ﬁ;l # j,a}. 4)

SAxmio (4) BUKOHYETHCS I JeSKOTO N, TO BiNOBII-
auil | -i inTepBan (I * j,a) nojingerscst Ha N+1 yac-
TuHY. PO3MIISHEMO CHUTYAIliI0, KOJIU AP;k IS [0,1;0,3]. Sk
BapiaHT MPUITYCTHMO APaik =0,1. Toxi, AIKII0 OAMH 3 ABOX
inTepBainiB gopisHioe 0,1, 32 yMoBH (4) KiJBbKICTh iHTEpBa-
niB Oyne 9 abo 10 3anexHO BiJ 3HAYCHHS APJ-ik B MeEXax

inTepBany (0; 0,1).

Po3risHeMo BapiaHT, KOJIH APj'k =0,3,a Pj'k —0,1.

VY pe3ynpTaTi OTpEMaEMO HOTHPH Tpajarii, TpPH 3 SKHUX
MOJKHA TIOJUTHTH Ha TpU. B pe3ynbraTi cHHTE30BaHO 30a-
JAHCOBAHY IIKAJy 3 IeCAThMA rpafaisiMi Ta IHTepBaJIaMH,
sIKi HaOmmxaroTees 10 0,1.

Y ToMy BHNAJAKY, KOJU APaik IS (0; O,l) , IHTEepBaIU
APJ.ik Ta AP;k BUKJIIOYAIOTHCS 3 PO3IIISLY 1 10 PEIITH iHTe-
pBaJIiB BUKOPHUCTOBYETHCSI NPOLIEAypa aHAJIOTIUHA BHIIE
HaBezieHiH. OTxe, Ha KOXKHIH iTepaliii, IKIo MiHIMaJIbHUN
inTepBan y mexax (0; 0,1), BiH ikcyeThCs 1 BUKITIOYA€THCS
3 TOANBIIOTO PO3TIIAY, & 10 BCIX iHIINX, sAKi OLTbIIi a00
nopiBHIOIOTH 0,1, BUKOPHCTOBYETHCS TPOLIEAYpa, sKa, 3a
HEOOXIIHICTIO, MOAIIsAE 1X Ha JEKUIbKa HAOIMKEHHX 10
0,1. YV pesynbraTi MU OTpUMYEMO 30aTaHCOBaHY IIKaIy B
MeKax ABAHAIIATH Tpajaliif, He MOPYIIyIOUYHM Tpajarii,
OTpUMaHI B Pe3yJbTaTi MEPETBOPCHHS SKICHOT OanabHOT
IIKAJIK Y KUTBKICHY 32 JOMTOMOT'0I0 (DYHKITIT KOPHCHOCTI.

3a aHasoriero 3 0aIbHOIO AKICHOI MIKAIOK (HOKYC-
Hux obnacteit momeni CMMI moxxe OyTH BHKOpHCTaHA
TEXHOJIOTIs TIEPETBOPEHHsI OaJIbHOT SIKICHOT IIKaJIM Mpolie-
ciB monieni SPICE B kinbkicHi mkanu Ha ocHoBi MKEO Ta
Teopii KOPHCHOCTI.

BucHOBKM, IISIXM NOJAJbIIMX A0CTIAKEeHb. Y po-
60oTi mowsTTs sikocti [1P I13 posrisaaeTses 3 morisiy Horo
PO3BUTKY B 4aci. BusHaueHo, 1o e KoMIIeKCHE TOHSTTS,
SKe CKIaIaeThesl 3 Oaratbox crianoBux. OCHOBHY yBary
npuzgineHo ouiHmi sxocti TP 13 Ha ocHOBI Mozerneit 3pi-
nocTi. BusHaueHo, 110 BiAIOBIIHO A0 IUX MOJEIEH OLliHKa
SKOCTI OKpeMuX (DOKyCHUX 00J1acTeil Ta mpoLeciB po3riis-
JIA€ThCSI HA OCHOBI SIKICHUX OaJbHUX MIKaJl. TOMy BUHHKAE
Pl TPYAHOLIB NPH CHUHTE31 Ta BUKOPHCTAHHI MOJelei
TUIAaHYBaHHS MIIBUIEHHS piBHA 3pijocti (sikocti) TP T13.
Tomy y po0OOTi 3amporOHOBaHO METOA IEPETBOPEHHS
OapPHUX SIKICHHUX IIKAN y KUTBKICHI 3 MOJAJBIIO0 iX TPaH-
copmariero y 30aaHCOBaHI KUTBKICHI IITKAJIH.

[omampmmi gocmimkeHHs OyIyTh TPUCBSYCHI BUPI-
IICHHIO HACTYITHUX HPOOJIeM:

e po3poOka MeToIy TpaHchopMaIlii AKiCHOT OaIbHOT
IKaJIM OLiHKHM 3piniocTi Beboro TP I13 Ha ocHOBI auckper-
Hoi mozeini CMMI;

® po3poOKa Mojeseii onTUMI3ail MJIaHyBaHHS ITi/-
BHUIIICHHS PIBHS MOXKJIMBOCTI MHOXHH (POKYCHHX 00J1acTeit
Ta mportiecis, BianosinHo mozaeneit CMMI ta SPICE;

e po3poOKa MOJIeNi ONTHMI3allii ITAHYBaHHS ITi/[BU-
meHHs piBHA 3pinocti Beboro [1P I13 Ha ocHOBI 30ananco-
BaHOI KUTBKICHOT IIKau quckpetHoi mogeni CMMI,

® pPO3poOKa aJrOpUTMY ONTHMI3allil MO/ TUIaHY-
BaHHS miABHIICHHA piBHA 3pimocti [IP I13 Ha ocHOBI
METO/Ly TIOCJIiJIOBHOTO aHai3y BapiaHTIB.

Cnucoxk BUKOPHCTAHOI JliTepaTypu

1. Rafa Al-Qutaish. Quality Models in Software Engineering Literature:
An Analytical and Comparative Study. Journal of American Science.
2010. Vol. 6. P. 166-175.

2. Estdale J., Georgiadou E., Applying the ISO/IEC 25010 Quality
Models to Software Product. Systems, Software and Services Process
Improvement. EuroSPI 2018. Communications in Computer and
Information Science. 2018. Vol. 896. P. 492-503.

3. Mesquida Antoni, Ma Antonia, Alcover Amengual, Calvo-Manzano
Jose. IT Service Management Process Improvement based on

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii

126

ananiz, ynpaguinus ma ingopmayiini mexnoaoeii, Ne 2 (14) 2025



ISSN 2079-0023 (print), ISSN 2410-2857 (online)

10.

11.

12.

ISO/IEC 15504: A systematic review. Information & Software
Technology. 2012. Vol. 5. P. 239-247.

Mutafelija B., Stromberg Process improvement with CMMI v1.2 and
ISO standards. Boca Raton: Auerbach Pubs, 2009. 406 p.
Tomnesckuit M. [I., Bparunckuit U. JI. Jlunamuueckas Mojelb U
aIropuTM  YNpaBJIeHUs ~ KauecTBOM  IIpolecca  pa3paboTKu
MIPOrPaMMHBIX CHCTEM Ha OCHOBE MOJENH 3pelocTH. [Ipobremvi
unghopmayuonnwvix mexnonozui. Xepcon: OJIJIU-ITmroc, 2012. C. 6-
13.

TomneBckuit M. JI., TomockokoBa A. A. CHHTE3 CTaTHYECKUX
MoJieNel IIIaHNPOBAHUs YITy4IlICHHS KauecTBa Ipoliecca pa3padoTKu
nporpamMmmHoro — obecreuenus.  Cxiono—€eponeticokuii - dcypHan
nepedosux mexnonoeiil. Xapkis, 2015. Ne 3/2 (75). C. 23-29.
T'ognescokuit M. [, T'onockokosa A. O., Bypiakos I'. O. lunamiuxa
MOJIeNb IUTAaHYBaHHS PO3BHUTKY ITiJIMHOXKHHH IPOLECIB ECTaJIOHHOI
mogneni 3pinocti  SPICE. Bicwuk HayionaneHo2o mexHiuHo2o
yuieepcumemy «XIIly». Cepia: Cucmemnuil ananis, ynpaeuiHua ma
ingpopmayitni mexnonoeii. Xapkis: HTY «XIIl», 2020. Ne 2 (4).
C. 10-16.

Cokon B. €., Tomnesckuit M. /1., Maseup JI. K. Ouinka skocTi
npouecy po3poOku mporpamHoro 3a0esmneueHHs IT-kommanii Ha
OCHOBI BUKOpHCTaHHS (YHKLIl KOpHUCHOCTI. Bicnux Hayionanvnozo
mexniyHoeo yHigepcumemy «XIIly. Cepis: Cucmemuuil ananis,
ynpaeninns ma ingopmayiuni mexnonozii. Xapkis: HTY «XII»,
2024. Ne 1 (11). C. 9-17.

Kproukosckuii B. B., ITerpos 3. I'., Coxonosa H. A., Xonaxos B. E.
Hnmpocnexmusnvii ananus. Memoowsl u cpedcmea 3KCHepmMHO20
oyenusarnus. Xepcon: I'puns 1. C., 2011. 168 c.

Saaty T. L. Decision Making with Dependence and Feedback: The
Analytic Network Process. Pittsburgh: RWS Publ., 1996. 370 p.

Salo A. A. On the measurement of preferences in the analytic
hierarchy process. Journal of Multi-Criteria Decision Analysis. 1997.
Vol. 6. P. 309-319.

Lootsqoma F. A. Conflict resolution via pairwise comparison of
concessions. European Journal of Operational Research. 1989.
Vol. 40. P. 109-116.

References (transliterated)

Rafa Al-Qutaish. Quality Models in Software Engineering Literature:
An Analytical and Comparative Study. Journal of American Science.
2010, vol. 6, pp. 166-175.

Estdale J., Georgiadou E. Applying the ISO/IEC 25010 Quality
Models to Software Product. Systems, Software and Services Process
Improvement. EuroSPI 2018. Communications in Computer and
Information Science. 2018, vol 896, pp. 492-503

Mesquida Antoni, Ma Antonia, Alcover Amengual, Calvo-Manzano
Jose. IT Service Management Process Improvement based on

UDC 004.4: 519.816

V. Ye. SOKOL, Doctor of Philosophy (PhD), Associate Professor, Scientific Researcher - The Learning Technologies
Research Group RWTH Aachen University; e mail: sokol@cs.rwth-aachen.de; ORCID: https://orcid.org/0000-0002-4689-3356
M. D. GODLEVSKYI, Doctor of Technical Sciences, Full Professor, National Technical University "Kharkiv Polytechnic
Institute”, Director of the Institute of Computer Science and Information Technology, Kharkiv, Ukraine; e-mail:
god_asu@kpi.kharkov.ua, ORCID: https://orcid.org/0000-0003-2872-0598

D. K. MALETS, National Technical University "Kharkiv Polytechnic Institute", Graduate Student, e-mail:
dmytro.malets@cs.khpi.edu.ua, ORCID: https://orcid.org/0000-0002-1980-1401

K. O. AFANASIEV, National Technical University "Kharkiv Polytechnic Institute", Graduate Student, e-mail:
Kostiantyn.Afanasiev@cs.khpi.edu.ua; ORCID: https://orcid.org/0009-0004-6665-7459

SYNTHESIS OF QUANTITATIVE MATURITY MODEL SCALES FOR ASSESSING THE QUALITY OF
THE SOFTWARE DEVELOPMENT PROCESS

In this work, the concept of quality is defined as one of the most important indicators for evaluating products and services. The main stages of the
evolution of this concept are examined. At the fourth stage, characterized by Total Quality Management (TQM), the ISO 9000 series of quality system
standards emerges. The TQM stage and these standards are marked by the beginning of their application to software (SW) and the software development
(SD) process. The paper reviews standards related to the following maturity models for assessing the SD process: Capability Maturity Model Integration
(CMMI) and Software Process Improvement and Capability dEtermination (SPICE). The CMMI model has two usage options: continuous and staged,
while the SPICE model is only continuous. In the continuous model, maturity is assessed based on the following components: focus areas for CMMI
and processes for SPICE. The staged CMMI model evaluates the quality of the entire software development process. In all three cases, quality is
determined using score-based qualitative scales. Further research showed that score-based scales are not fully suitable for planning quality improvement
in the SD process. Therefore, the goal of the study was to develop a technology for converting score-based qualitative scales into quantitative ones using
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a utility function, which made the developed models more adequate to real-world SD processes. Based on this, a technology for transforming a score-
based qualitative scale into a quantitative scale using a utility function is proposed. The essence of the technology is that each capability level is treated
as an alternative utility value for a focus area or process. Then the methodology of collective expert evaluation is applied, specifically the Analytic
Hierarchy Process (AHP) pairwise comparison method by Saaty, in which a team of experts assesses the utility of capability levels relative to one another.
As a result, specific utility values for each capability level are obtained on a scale from zero to one. Appropriate resources are required for planning the
quality improvement of individual focus areas and processes. Therefore, the next task is cost optimization aimed at maximizing the utility function. A
technology for constructing balanced quantitative scales based on the obtained quantitative maturity model scales is presented. The essence of a balanced
scale is that the intervals between individual utility estimates for a focus area or process, depending on the resources provided, should not differ
significantly. One of the most significant directions for further research is the development of an optimization algorithm for planning the improvement
of SD process maturity levels based on the method of sequential option analysis.

Keywords: software development process, quality, maturity model scales, cost optimization, optimization planning model, expert methods,
sequential option analysis method.
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METOJ AJAIITUBHOI'O BUBOPY IHTEPBAJIIB YACY JJIAA IOBYAOBU I'PA®IB TEMITIOPAJIBHUX
TPA®OBUX HEMPOHHUX MEPEX

Ipeamerom fOCTiIKEHHS € rporuec GopMyBaHHS rpadOBHX CTPYKTYp IS TEMIIOPATBHUX IPpadOBHX HEHPOHHHUX MEPEXK 3 aJalTHBHUM BHOOPOM PiBHS
Jetajizarii yacoBUxX iHTepBaiiB. Mera po0OOTH mossirae y po3po0ui maxoay 10 GpopMyBaHHS rpad)OBHX CTPYKTYp 3 aJalTUBHOIO JETANi3alli€l0 s
TEeMIOpaNbHUX rpadoBUX HEHPOHHHX Mepex. 3ajadi JOCIILKEHHs BKIIOYAIOTh: CTPYKTYPU3ALilo MMiIXOAIB A0 BHOOpY pIBHS AeTaimi3aiii 4yacoBHX
iHTepBamiB mpHu (GopMyBaHHI IpadiB TEMIOPANTbHUX IpadOBUX HEHPOHHUX MEPEX 3 ypaxyBaHHSIM 3MiH CTPYKTYpH LUX rpadiB; po3poOKy MeToxy
a/IaliTHBHOTO BHOOPY iHTEpBaIIiB Yacy Ha OCHOBI METPHUK pearyBaHHs rpadis i ceKTpaabHOTo aHali3y cTpyKTypH rpada. Po3pobienuii Metos BKitouae
’sATh eTamiB: GopMyBaHHs rpada Ha OCHOBI YACTOTH CHLIBHOI MOSIBU CYTHOCTEH; OOYHCICHHS IBUAKOCTI peaaryBaHHs MK ITOCIIZOBHUMHE Tpadami;
CHeKTpaibHe BOYIOBYBaHHs TpadiB depe3 HoOpMaii3oBaHWii cumerpuuHuid Jlamiacian; pospaxyHok auBepreHuii KympOaka — JleiiOnepa Mix
CINEKTPaJbHUMH LIIIBHOCTSMH JUIsl BUSIBJICHHS CTPYKTYpHOro Jpeiidy; aganTHBHE KOPUIYBaHHsS TPHBAJIOCTI YaCOBOTO iHTEpBAlly 3 ypaxyBaHHAM
KPUTEpiiB MIBUAKOCTI pejaryBaHHs Ta BEIMYMHH AMBepreHuii. Merox koMOiHye JIOKadbHy METPHKY penaryBaHHs rpada Ta riobanbHI METPHKH
CHeKTpabHOI minbHOCTI, IuBepreHnii Kymp6axa — Jlei6aepa it BUSBIICHHS He JIMIIE KITBKOCTI 3MiH y rpadi, a i IXHBOT0 BIUIMBY Ha TOIIOJIOTiO rpada.
Lle mo3BoIsie BiAMIMMTH UIyM Bifl CYTTEBUX 3MiH CTPYKTYpH rpady. Merox 3abe3meuye aBTOMATH30BaHHI BHOIp AeTaimisamii yacy 6e3 BUKOPHCTAHHS
EKCMePTHHUX 3HaHb MPO MOPOroBi 3HAYCHHS LIOAO0 3MIHH CTPYKTYpHu rpady; 3HIKCHHs 00YMCIIOBAJbHHX BHTpPAT Ha (opMyBaHHS rpadiB y mepioau
CTaOLIPHOCTI CTPYKTYPH; 3aJlaHy TOYHICTh BHSBJICHHS YacOBHX 3aJIe)KHOCTEH y Hepiogu pi3KHX 3MiH CTpyKTypH rpada. IIpakTudHa 3Ha9ymIicTh
OTPHMaHUX Pe3yJbTATIB MOJATa€ MOXKIIMBOCTI IPEICTABICHHS Ta MOJAIBLIOTO aHAi3y JHHAMIYHHX HPOLECIB Yy IHTENCKTYalbHHX CHCTEMaxX, siKi
OMEepaTHBHO ANANTYIOThCS A0 3MiH y CTPYKTYpi B3a€MO3B’SI3KiB, Ui 3a[a4 MOOYOOBH IOSCHEHb, PEKOMEHMAIliH, MOHITOPHHIY, aHATi3y Ta

MIPOTHO3YBAaHHS B CHCTEMaxX €JIeKTPOHHOI KOMEpIIii, COLiabHUX Mepexax, (hpiHaHCOBOMY aHali3i, TPAaHCIIOPTHOMY MOHITOPHHTY.
KarouoBi cioBa: TemnopainbHi rpady, afanTHBHA JeTalli3allis dacy, CIIEKTpaIbHHI aHal3, CTPYKTYpHUH Apeiid, auHamivHi rpacdwu, rpadosi

HEeWpPOHHI Mepexu, BracHi 3HaueHHs1 Jlaraciana, TeMoopaabHi 3aJ1eKHOCTI.

Beryn. TemmnopanbHi rpadoBi HEHPOHHI Mepeki MO-
JIETIOI0Th 00’€KTH 1 TPOLECH K Y MPOCTOpi, TaK 1y 4aci,
BHUKOPHCTOBYIOUH TOCIIZOBHICTh IpadiB, M0 OMUCYIOTh
3B’SI3KM MK CYTHOCTSIMHU NIpEJIMETHOT 00J1acTi Ha BU3HaUe-
HUX iHTepBanax 4acy [1], [2]. 3aBOsku Takiil BIacTHBOCTI
BOHHM 3HAXOJTh IIMPOKE 3aCTOCYBAHHS B IHTEICKTyallb-
HHUX CHCTEMax IiITPUMKH NPUIHATTS PillIeHb IS aHaJli3y
3MIHHHX B33a€MO3B’SI3KiB MK CYTHOCTSIMH, BKJIIOYAIOUH
MIPOTHO3YBaHHS IPOJAXIB B CHCTEMaxX eJIEKTPOHHOI
KoMeplii, BUSBJICHHS aHoMaliil y (iHAHCOBUX TpaH3aK-
LisIX, 3MIHHU 3B’SI3KIB y COLIIAJIbHUX MEpeXkax, NpH o0y 10Bi
nosicieHb To1o [3]. @opmyBaHHs rpadoBUX CTPYKTYp MPH
BUPIIICHH] IUX 3a/1a4 BUKOHYEThCSI IMKJIIYHO 1 iepeadayae
pO30UTTS TIepioay Yacy, M0 aHATI3yeThCs, HA MOCIII0B-
HICTh IHTEPBAIB Ta MOAAJIBIIY MOOYIOBY OKpeMOro rpada
JUTSL KO)KHOTO 3 BUAUICHHUX iHTepBaliB. Taka MUKIIiYHA 11O-
OyI10Ba Ja€ MOKJIMBICTB OIIEPATHBHO aJlaNTyBaTH rpad 10
3MiH Yy CTPYKTYpi B3a€MO3B’SI3KiB Mi>K CyTHOCTSIMH TIpe-
METHO{ 00J1aCTi, 110 € aKTyaJbHUM Y PeKOMEHAAIIHUX CH-
cTeMax, CUCTeMax MOHITOPHMHTY, iH(OpMaliiiHuX ynpas-
JSI0YMX CHUCTEMaX, NMPH NOOYIOBI TeMIopaabHUX 0a3
3HaHb Tomio [4]. Barartopaszose dopmyBamHs rpadiB mis
TEMIOPaJIbHOI TpadoBOi HEHPOHHOI MEpeXi OPiEHTOBAHO
Ha JIOCSITHEHHSI 33[IaHOTO PiBHSI TOYHOCTI BUSIBIICHHS 4aco-
BHX 3QJIC)KHOCTEH IpH 0OMEXEHHIX Ha 00YHCITIOBANIBHI pe-
cypcu. Bumorn 1o o6unciroBanbHUX pecypciB OB’ sI3aHi 13
KiJbKicTIO rpadis, mo (GopMylOThCsS Ha 3aJaHOMY 4aco-
BOMY npoMixkky. @opmyBaHHs rpadiB s HEHPOHHOI Me-
peXi 3a3BuYail BUKOHYETHCS Ha OCHOBI (hikCOBaHOI

JeTaji3alii 4acoBOTO IHTEPBaIy MJIsA JaHUX, IO BHKO-
PHUCTOBYIOThCS TpH 1MOOYyn0Bi nux rpadis. Takuil migxin
NPU3BOJUTH 10 HAaJMIPHUX OOYMCIIOBAILHUX BUTpAT Y
nepion, Koiu rpad Mae HE3MIHHY CTPYKTYpy, a00 Hemoc-
TATHBOI JeTami3alii y MepioAr Pi3KUX 3MiH CTPYKTYpHU
(ctpyktypHOTO npetidy). Tomy peamizamis GaraTopaso-
BOT0 (hopMyBaHH: rpady B YMOBax JMHAMIYHUAX 3MiH HOTO
CTPYKTYpH NOTpeOye M0IaTKOBOTO BHPIIICHHS 3aj1adi
BUSIBJICHHSI CTPYKTYPHOTO aApel¢y H yTOUYHEHHS jaeTai-
3amii Yacy BIJNOBINHO 10 MIBUAKOCTI 3MiHU CTPYKTYpHU
rpady. OcTanHst MOXe OyTH BU3HA4YEHA 3 BUKOPUCTAHHIM
METPUKH BIJICTAHI pemaryBaHHs. AjanTaifis aeTaisarii
4yacy /J03BOJISE 3HM3UTH OOYMCIIIOBAIBHI BUTpATH IPH
30epe)KeHHI TOYHOCTI BHSIBJICHHSI TEMIIOPAIBHUX 3aJIexkK-
HOCTEH 32 YMOB CKJIaJJHOTO PO3IOJUTY CTPYKTYPHHUX 3MiH
y 4aci.

Takum unHOM, 3ama9a GopMyBaHHs rpadiB A rpa-
(hoBUX HEHPOHHHUX MEPEX MOTPeOyE PO3POOKH IMiAXOAY 10
aJanTUBHOI JeTali3alii TEeMIOpAIFHUX IHTEpPBATIB 3
ypaxyBaHHSM 3MiHHM y JIJaHUX 3 4acoM, IO CBIAYMTH PO
aKTyaJbHICTh TEMHU JIAHOTO JOCIHIIKEHHS.

AHaJIi3 0CTaHHIX T0CTiIzKeHb | myOsTikamiii.

Metonu TIMOOKOTO HaBYAaHHS HAa JWHAMIYHUX Tpa-
¢dax, pospobneni y [l], mpusHadeHi g edEeKTUBHOTO
MO/ICTIFOBaHHSI TEMITOPAJIbHUX 3aJIe)KHOCTEH, 1[0 1a€ MOXK-
JIUBICTH ONEPATUBHO pearyBaTH Ha 3MiHH y CTPYKTYpi B3a-
€MO3B’SI3KiB M)XK CYTHOCTSIMH.

OcHoBu rpadoBux HeifponHux mepex (I'HH) mpen-
craBieHi y [2], ne npoananizoBano apxirexktypu 'HH s
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rpadiB pizHMX TumiB. Ha OCHOBI mbOTO aHamizy po3po-
OJIEHO eBPHUCTHYHI Ta aJallTUBHI MiAXOIN 10 (GOPMYBaHHS
rpagiB A TeMOopambHHX Mepex [5, 6]. AunHamiuni
rpa¢u, IO EBOJIOMIOHYIOTh 3 HacoM, NOTPeOYIOTh
aJlalTUBHOTO MIIXOAy MO0 JAeTali3aiii 4Yacy, OCKUIbKH
BUKOPHUCTaHHS (DIKCOBAaHMX IHTEPBAJIB Yacy MPHU3BOJIUTH
JI0 HaIMIpHUX OOYHCIIOBAJIBHUX BHUTpPAT y MeEpPioau
HE3MIHHOCTI BXITHMX JaHUX Ta HEJOCTAaTHHOI TOYHOCTI Y
MEPioIU PI3KUX 3MIH IUX AaHuX [7]. MeToau mopiBHAHHS
rpadiB 3 BUKOPUCTAHHSM BiJICTaHI peAaryBaHHs BUKOpPHUC-
TOBYIOTBCSl JJISI OLIHKHA CTPYKTYpHHX 3MiH [8]. Dopmy-
BaHHS TpadiB I TEMIIOPATbHUX T'padOBUX HEHPOHHHUX
Mepex moTpedye BpaxyBaHHS KOHIICTIIi MTOCTIHHOT 3MiHU
rpadoBOi CTPYKTYpH, TOOTO CTPYKTypHOTO npetidy. Ormsan
METOZIB amanTamii 10 Apeiidy, B TOMY YHCIi 3 BHKO-
PHCTaHHSIM i1HIYKTUBHOTO HABYAHHS, IIPEACTABICHO B PO-
6otax [9], [10].

[Ipore npu ananrauii cTpykTypu rpadiB moTpiOHO
BpaxOBYBaTH OOYHCIIOBAJIbHY  CKIQOHICTH  METOJIB
aHaiizy nanux [11]. BusiBneHHs cTpyKTypHOro Apeidy y
rpadax 0a3yeThCsl HA BUKOPUCTAHHI METOJIB CICKTPAIb-
Horo anamizy [12], [13]. Ans MoxenroBaHHS 3ale)KHOCTEH
MDK BEpIIMHAMH Ta iX 3MiH 3 4aCOM 3 BHCOKOIO TOYHICTIO
BHKOPUCTOBYEThCS MexaHi3M yBaru [14]. MoxmuBocTi
MIPEACTABICHHS TEMIIOPAJbHUX 3HaHb 3 YpaxyBaHHIM
MOpSAKY ToAill y waci mpexncraBieHo y [4], [15]. Take
MIPEACTABICHHS y MOETHAHHI 3 Tpa)OBUMH HEHPOHHUMHU
MepeXaMHt Ja€ MOXKIMBICTh MOOYLyBaTH MOJIENi MPOLECIB
00poOKM JaHMX Ha OCHOBI 3alMCIB y JKypHauax ITOi.
MOXJIMBOCTI BHKOPUCTAHHS TEMIOPAJIbHUX 3HAHb JUIs
noOyn0BU NOSCHEHb npezcTasieHo y [3], [16], [17]. [Toen-
HaHHS Tpa)OBUX HEHPOHHHUX MEPEXK 13 3aIPOIIOHOBAHUMHU
B IIUX poOOTax MeToJaMHu 3a0e3MeUnTh IHTErpalilo TeM-
MOPAJBHOTO i Kay3aJbHOTO aCHEKTIB HOSICHEHHS.

AKTyambHUIA MiIXiT A0 AOCIIIKEHb 00 TO0YI0BU
rpadiB I TEMIOPaTbHUX TpadOBUX HEHPOHHUX MEPEK
OB sI3aHMI1 aHANI30M BJIACHMX 3Ha4YeHb Marpuui Jlaruia-
ciaHa JUIs1 3HAXO/KCHHS MOMEHTIB 4acy, KOJH BiIOYIHCH
CYTTEBI 3MiHH Yy cTpyKTypi rpacda [18]. Janwmii minxix me-
MOHCTPY€E BUCOKY YYTJIHMBICTb 0 CTPYKTYPHOTO Jpeiidy Ta
BIJUIUISIE LIYMH Y AaHHX.

TakuM 4MHOM, CydacHi miaxou 10 GOpMyBaHHS rpa-
¢doBux crTpykTyp mis TtemnopansHux ['HH Bukopuc-
TOBYIOTH BiICTaHb pearyBaHHA a00 CIIEKTPaJIbHUN aHaJIi3
JUIl BHSBJIGHHSI CTPYKTYPHOrO Jpeddy 1 momanbmoi
amanranii rpagy Ha HOBOMY iHTepBami uacy. [Ipote
po3poOlIi miaxomy, SKuid OM BHKOHYBaB KOMILUICKCHHA
BUOIp IHTEpBATY Yacy Juisl MoOyJOBU aJanToBaHoro rpada
HE HPHUIUIIETHCS NOCTaTHBbO yBard. Ilpore Takuil miaxin
Jla€ MOXKJIMBICTh BPaxyBaTH aKTyaJIbHI 3MiHH y BXIiJTHHX
nanux [HH, 3HM3UTH OOGYHMCIIOBaNbHI BHTpATH IS He-
3MIHHUX JaHWX Ta OTEPATHBHO BpaxyBaTH JaHi, 10 3Mi-
HIOIOTBCS 3 YACOM.

Merta Ta 3aaayi 10caiTKeHHS.

Mertoro po60oTH € po3podKa miaxomy A0 GOpMyBaHHS
rpadOoBUX CTPYKTYP 3 QAANTUBHOIO IETAITI3AIIEIO0 IS TEM-
MOPaJBbHUX rPa)OBUX HEHPOHHUX MEPEXK.

BukopucranHs ajanTuBHOI Jeranizamii  CTBOPIOE
YMOBM JUISl 3HWJKEHHS OOYMCIIOBAIBLHUX BHTpaT Ha
nobymoBy 'HH nipu 30epexeHHI TOYHOCTI OMKCY TEMIIO-
palbHUX 3aJIC)KHOCTEH 32 YMOB CTPYKTYPHOTO Aper(y.

Jlnst OCATHEHHS METH JOCHTIKEHHS BUPILIYIOTHCS
3ajadi: CTPYKTypH3aIlisl MiIX0IiB 10 BHOOPY PiBHS JETali-
3arii iHTepBatiB Yacy npu GopMyBaHHI TpadiB TEMITOpaIb-
HUX rpadoBUX HEHPOHHUX MEPEXK 3 YpaxyBaHHSIM 3MIH iX
CTPYKTYpH 3 4acoM; po3poOKa METOAy aJalTUBHOTO BU-
Oopy iHTepBaiiB yacy Juisi noOynoBH rpadis Temmopaib-
HUX rpa)OBUX HEHPOHHUX MEPEXK.

Crpykrypu3anisa migxoaiB g0 aerasizauii yacy
npu ¢opmyBaHHI rpagis TemnopajibHHX rpagoBUX
HeHPOHHUX MepeK.

Januii miapo3ain mpucBIYeHO OOIPYHTYBAHHIO BH-
Oopy miaxoay 1o moOymoBM rpadOBUX HEHPOHHUX MEPEex
31 3MIHHOIO JIeTai3aIi€l0 acy 3 ypaxyBaHHIM TEMITOPAITh-
HUX 3MiH iX CTPYKTypH. 3alpOIIOHOBaHA CTPYKTypHU3allist
miaxoiB 10 popmyBaHHA rpadis 6a3yeThCs HA TOPIBHAHHI
MOXIIHBOCTEH 00y 10BU TpadoBUX MEpEX 3 BUKOPUCTAH-
HAM (IKCOBaHMX IHTEpBaNiB 4Yacy, €BPUCTUYHHX IPaBUII
JMHAMIYHOTO BHOOpPY Jeraiizalii dacy Ta aJanTUBHOTO
X0y Ha OCHOBI MIBUAKOCTI pefaryBaHHs rpada.

[epmwii miaxiz nepeadadae po3OUTTS Mepiony yacy,
JUTS SIKOTO BHKOHYETHCSI aHaNi3, Ha OJHAKOBI 1HTEPBAJIH .
Jis xoxHOTO iHTepBaiy hopMyeThes okpemuii rpad. Ta-
KW Tiaxix 3a0e3nedye He3alleKHICTh OTpUMaHHUX Tpadis
BiJ] icTOpil 3MiH BXiTHUX JaHUX, € IPOCTUM B peaiizalii Ta
CTBOPIOE YMOBH JUIsI TapaliebHOi OOpoOKM iHTepBaliB
yacy. OOUHCIIOBaIbHI BUTPATH B JTaHOMY BHIIAJKY HE 3a-
JIeXKaTh BiJ BIACTUBOCTEH BXIIHUX JaHUX.

OnHak naHuil miIXiJg He BpaXxoBYye TUHAMIKY BXiJHUX
naHux. ToMy (GopMyeThcs HaJUIMILIKOBA KUIBKICTh rpadis
Julsl IHTEpBAJIB 4acy, KOJHM BXIiZHI JIJaHi HE 3MIHIOIOTHCS.
ANbTEepHATHBHO, MOXYTb OYTH MPOIYIIECHI BaXJIMBI CTPY-
KTYpHi 3MiHU Tpady y mepioiu CTpyKTypHOro apeidy.
BimnosigHo, miaxig 3 (iKCOBaHMMHU IHTEpBajJaMH dYacy
MPUBOANTH O HAUTUIIKOBUX OOUMCIIIOBAILHUX BUTPAT Y
Mepio/in, KOJH CTPYKTYpa rpada 3MIHIOETECS TIOBUTBHO, Ta
IO TIPOMYCKiB B 00poOIi MaHWX Yy MEepiogdl Pi3KUX 3MiH
rpady BHACIIIOK CTPYKTYPHOTO Ipeidy.

Hpyruit miaxiz BUKOPHUCTOBYE EBPHUCTHYHI IpaBHiIa
«IKIIO — TO» sl BHOOPY piBHA metamizamii wacy [6]. LIi
npaBuiia 0a3ylThCs Ha €KCIEPTHUX 3HAHHSX LI0/I0 TOpO-
TOBHX 3Ha4€Hb 3MiH Y CTPYKTYpi rpady. B pamkax nanoro
MIIX0/1y TOCHIIOBHO BUKOHYETHCS MOHITOPUHT CTPYKTYp-
HUX 3MiH rpadyy Ta noJaiblie yTOUHEHHS JOBXUHH TEMIIO-
panpHUX iHTepBadiB. Ha eTari MOHITOpHHTY BUKOHYETHCS
MOPIBHSHHS CTPYKTYPH IOTOYHOTO Ta IOIEPEIHbOTr0 Ipa-
¢biB Ta oImiHKa 3MiH CTPYKTYpH rpada 3 ypaxyBaHHSIM Bif-
MIHHOCTEH 010 KUTBKOCTI YT, CepeIHbOT Baru IyT Ta Ki-
JbKOCTI BepIuuH. Ha eTarti yrouHeHHs iHTepBaiiB yacy BU-
KOHY€ThCS TIOPIBHSAHHS OTPIMaHMX OLIHOK 3MiH y rpadi i3
€KCIIepPTHO BU3HAYEHUMH MOPOTaMH, IiCIIs 4OTro AeTai3a-
IIisl IHTEPBAJIIB Yacy 3MiHIOEThCS.

IToMuIKOBI cripaIfoBaHHS MPaBWIT aIanTallii BHACITI-
JIOK IIYMY Y JaHUX YCYBaIOTBHCS IUISXOM BUKOPUCTAHHS
KOB3HOTO CEPEIHBOTO I NEKUTLKOX I1HTEepBaliB MO0
OTPUMAaHUX Ha eTami MOHITOPHHIY OI[iHOK 3MIHH CTPYK-
Typu. [IpoTe eBpucTHYHI TpaBuiIa 0a3ylOThCs Ha PETPO-
CIEKTUBHOMY aHaJIi31 MomepenHiX iHTEepBaJiB, MO oOMe-
JKY€ TIOBHOIIIHHE 3aCTOCYBaHHS JIJAHOTO MiAXOAY IPH BUHU-
KHEHHI CTPYKTYpHOTO Jpeiidy.

3anponoHOBaHUN AaNANTUBHUHN MiAXiA 10 MOOYIOBU
TEMITOpPaJIbHUX IHTEPBaJIiB HA OCHOBI BU3HAUCHHS [IBUKO-
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cTi penaryBaHHs Tpada 31 CIIeKTpaIbHUM BOYIOBYBaHHIM
BHKOPHCTOBY€E NOPIBHIHHSA TpadiB 3 BHKOPUCTAHHSAM Bijic-
taHi JleBeHmTeitHa, 3anpomnonoBane B [ 14]. [Ipu peamizarmii
JAHOTO METOAY 3aMiCTh TPAAMIIHOTO MOPIBHSIHHS Bijc-
TaHi pefaryBaHHs rpadiB BUKOHYEThCS IEPETBOPEHHS Ipa-
¢biB y pSIKY 3 TOAANBIINM 3aCTOCYBaHHSIM BiJICTaHi pena-
ryBaHHS s psankiB (Bifcrani JleBenmireitna). Bincrani
penaryBaHHs Tpa(iB Ta psAAKIB BU3HAYAIOTHCS SIK MiHIMa-
JIbHA KIJIbKICTB Ollepalliil peZiaryBaHHs 3 IEpEeTBOPEHHS 0J1-
Horo rpada (BiIIOBiAHO, OfHOTO psijka) B iHmHKH. ToOTo
JaHa BIJICTaHb BimoOpakae KiNBKICHY OLIHKY BiAMiHHOC-
Teil Mk 1BoMa rpadamu abo ABOMa psaKamMu. Y JOCKOHA-
JICHHS METOIY BUKOHYETHCSI HAa OCHOBI Pe3yJIbTaTIB JOCIi-
okeHHS [18], B SAKMX 3aIpOITOHOBAHO BHSIBISITH MOMEHTH
CYTTEBHX 3MiH CTPYKTYpH Tpady 3a IOTIOMOTOI0 BIACHHUX
3Ha4YeHp MaTpuli Jlamnaciana rpada. OcranHi € pyHIame-
HTaJBHUMH XapaKTepUCTUKaMHU rpada, sKi BiIoOpakaroTh
Horo reomerpuyHi W TOMOJOTiYHI BiacTUBOCTI. Hampu-
KJaJ, Ui rpada couianbHOT Mepexi 11l 3HaYSHHSI MOXKYTh
BiZIoOpa)kaTH IIBUIKICTH MOIMIKPEHHs iH(opMalii Mix By-
37IaMH MEPEeXi, I Tpada eIeKTPOMEPEkKi — CyMapHy ejie-
KTpUYHY MPOBITHICTE MK KiIacTepaMu Mepexi. ToOTo
BJIACHI 3HAYeHH: Matpui JlamnaciaHa BiqoOpaxaroTh TaKi
XapaKTepPUCTUKH Tpada, SK KUIBKICTh 3B’S3HHX KOMIIO-
HEHT, 3B’S3HICTh, HASIBHICTH BY3bKUX MiCIIb TOIIIO.

Merton azanTuBHOr0 BUOOPY iHTEepBaJIiB Yacy AJst
no0yaoBu rpagis Ui TeMnopajabHuX rpagoBux Heii-
POHHHUX Mepe:K.

Ha ocHOBI po3miIsiHyTOTO alalTUBHOTO MiJXOY PO3-
pobiieHo MeTo]1 TOOYA0BH TEMIIOPAJIbHUX IHTepBaliB. Me-
TOJI BKJIFOUAE HACTYITHI €TaIlH.

Eran 1. ®opmysanns rpady G, = (V,,E,,W,) , mo mi-

ctuth Bepiuny V|, nyru E, ta Baru nyr W, 1 inTepany
I, =[t,t,,,] Ha OCHOBI YacTOTH CITILHOT TOSIBU OIIHCY CYT-

HOCTEH y BXIJIHUX JJaHUX.

CyTHOCTI y BXiJHHX JaHHUX BifOOpa)karoTh 00’ €KTH
MpeaMETHOT 00J1acTi, 3 SKMMHU OTEPYE IHTEICKTyalbHA CH-
cTeMa, HalpUKJIaJ], TOBApH B CUCTEMI EJIEKTPOHHOT KOMep-
1ii, KOPUCTYBadi B coliasibHii Mepexi Tomro. [Ipu peaiza-
1ii JaHOrO eTamy PO3MIAJAlThCS CYTHOCTI, 10 (iKCy-
I0ThCA Y BXIJIHUX JaHUX Ha iHTepBaii dacy |,. YMoBoro
CIUIBHOT MOSIBM CYTHOCTEH & Ta b € X ogHOYacHa mpucy-
THICTh y MeXaX OjHi€l TpaH3akmii. Hampuknanm, skmo
MMOKYIIKa TOBapiB & Ta Db 3adikcoBaHa B OJHOMY YEKY.
Yacrora cmimsroi mosieu  fr(a,b,l;) oGuucmroerscs sk
KUTBKICTh TpaH3aKLiil 3 oOoma cyTHocTaMH A Ta b Ha
inrepBam I, .

Bepmman V| rpada G, micTATh yHIKaJbHI CyTHOCTI
13 BXigHUX naHux Ha iHrepBam |, . lyru E, rpada 3B’s3y-
0T BepIINHH, Ut sikux fr(a,b, ;) mepepnury minimans-
HUH nopir o . Hanpuxiaz, 3Ha4eHHs nopory @ =2 o3Ha-
Yae, MO Jyra JOJAETHCS JIMIIE B TOMY BHIAJKY, SKIIO
00Ou/IBI Ipe/ICTaBIIEH] BepIIMHAMHU Tpadyy CyTHOCTI 3 SIBJIsI-
I0ThCS CIIUIBHO HIOHAWMEHINE y JBOX TpaH3akuisx. Bara
mlf'b K — nyru B Matpuui Bar W, BU3HAa4a€ThCS Yyepes HOP-
MaJTi30BaHy 9acTOTY CIiJIBHOI MOSIBU BiAIOBITHUX CYTHOC-
teit (a,,b,) mis uiel xyru Ha inTepsani |, :

av __fr(a,0, 1)

Y > r(ab 1) @

3rigno (1), cuna 3B’SA3Ky MK CYTHOCTSIMH BU3Ha4a-
€ThCS YACTOTOIO iX CITIIIBHOI ITOSBH Y TAaHHX.

Etam 2. OGunciieHHs IIBUAKOCTI peAaryBaHHs Ha iH-
tepBaii |, miarpady G, nmorounoro inTepsany |, irpady

G,_, 3 momepennsoro iHTepBary |, ;.

HIBuakicTs penaryBanaa GV, oOuucCIOeTbhCs K Bif-
HOlIeHHs BixctaHi pemaryBaHHs GE, (G;,G, ;) Mix rpa-
damu G, ta G, ; 1o HaitOLIBIIOI KITBKOCTI BepIIHH rpada
max(|V| |’|V|71|) :

_ GE(G,,G,,)

=17z 2
max(|V| | ,|V| 71|) @

Bincranp pemaryBanns GE,(G,,G, ;) BH3Ha4aeThCs

SIK MiHIMaJTbHA KiJIBKICTh OTIepamiil pearyBaHHs, HeoOXi-
HUX JUIs TIEPEeTBOPEHHs niepinoro rpada y apyruid. 11i omne-
patlii BKIIOYAOTh: J0aBaHHs, BUIAJICHHS i 3aMiHy Bep-
IIIMH, a TAKOXX JIOJ[ABaHHs, BUNAICHHS il pefaryBaHHs JIyT.
3aMmiHa BepUIMHU nepeabayae 3aMiHy aTpuOyTiB CyTHOCTI.
PenaryBanHs [Oyr BKJIOYAE 3MiHYy Bar. 3HAYCHHS
max(\V, |,|V,_,|) BuxopucroByeThCs AN HOpMAmi3aLii, WO

JTa€ MOXKIIMBICTD IMOPIBHIOBATH Tpadu 3 Pi3HOIO KIIBKICTIO
BEpILVH.

[pore ciig 3a3HAYUTH, MO BUCOKA MIBUJKICTH peja-
TyBaHHS y BUpa3i (2) He 3aBXKIH BifoOpaxae CyTTEBI CTPY-
KTypHi 3MiHU Tpada. Tak, Bemuka KiIbKICTh JIOKaJTbHHUX
3MiH, HAPUKJIa[, TTOB’I3aHUX 13 TOJaBaHHIM JYT MiX ic-
HYIOUMMH BEpIINHAMH, MOXXE HE BIUIMBATH CYTTEBO Ha
rio0aibHy TOIOJIOTIIO Tpada. AbTepHATHBHO, MaJia KiJib-
KICTh CYTTEBHMX 3MiH, HalPUKIIaJ JOJaBaHH JIMIIE ONHI€T
JIyTH, 1110 3B’s13y€ JIBa paHillle i30Jb0BaHi KJIACTEPH, MOXKE
MPU3BOAMTH JI0 CYTTEBOI peoprauizaiiii cCTpykrypu rpada.
st BUpimeHHs 1i€el mpoOJieMH Ha MOAANBIIHNX eTanax BU-
KOPHCTOBYETBCS CHEKTPAIBHUI aHaNi3 CTPYKTYpH Tpada.
CriekTpadbHUN aHANI3 Ja€ MOXKIHMBICTD BUAUTHTH TI00a-
JIBHI CTPYKTYPHI XapaKTepHCTHKHU rpada Ta BUSIBUTH CTPY-
KTYpHUH Apeid MIIsIXOM HOPiBHSIHHS CHEKTPAJIbHUX LIUIh-
HOCTel rpadis JyIs 1BOX MOCIIIOBHUX IHTEPBAJIIB 4yacy.

Etan 3. CnexrpanbsHe BOynoByBaHHA rpadiB G, Ta

G .
BOynoByBaHHS BHKOHYETHCS TPaTUIIHO, MUITXOM
00YHCIICHHS BIACHUX 3HAY€Hb HOPMAaJIi30BaHOTO CHMETPH-

yHoro Jlamaciana:
L — I _ D|_1/2A1 Dl—l/Z’ (3)

ne A, — marpuus cymixkHOCTi rpada; D, — miaronanbHa
MaTpuLs CTyNeHiB BepumH; I — OIMHUYHA MaTpULs PO3-
mipy [V, |-

Marpunst CyMDKHOCTI  BiJIOOpaka€ TOIIOJIOTTYHY
CTPYKTYpy rpada. HeHynboBi eneMeHTH Marpuli BKazy-
I0Th Ha HassBHICTb pebep MiX BepIIMHAMHU rpada. 3HauCHHS
(Barm) IuX €JEMEHTIB BiI0OpaaroTh CHITY 3B’ SI3KiB.
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JliaroHaibHA MaTPUILS CTYIICHIB MICTUTh Ha TOJIOBHIH
JiaroHaJli CyMH Bar IyT, iHIMIEHTHHX KOXKHIH BepIIHHI
rpada. ToOTo 1 MaTpuus BimoOpaxkae «IIOMYJISIPHICTEY»
BepIIMHH y Tpadi. Bucokuil CTymiHb BepUIMHH O3HAYAE,
IO CYTHICTH Ma€ 0ararto 3B’SI3KiB 3 IHIIUMH CYTHOCTSIMH
(HampuKIa/, EBHUH TOBAap JOCTaTHHO YAacTO MPOJAETHCS

. . . ~1/2
pasoM 3 immmmu ToBapamu). Hopmanisanis sepes D,

3HWIKYE BIUTUB 3B’S3KIB MiXK BEpPIIMHAMY 3 BUCOKUMH CTY-
MICHSMH Ha CTIEKTpP HOPIBHIHO 3 He3BakeHNM Jlarmacianom
1 TOMy BUKOPHUCTOBY€ETRCS IS TpadiB, e po3Mip Ta po3Mo-
I CTETIEHIB MOXKYTh 3MiHIOBaTHCA y Yaci. be3 Hopmariza-
il CHeKTpaIbHI XapaKTepUCTHKH rpada OyAyTh 3asIexKaTn
HE JINIIIE BT HOTO CTPYKTYPH, a i BiJ aOCOTIOTHUX 3HAUYCHB
CTYTICHIB, III0 HE Ja€ MOKJIMBICTh MOPIBHATH rpadu s pi-
3HUX IHTEpBaJIiB Yacy.

CnexrpajbHe pO3KJIagaHHs HopManizoBaHoro Jlarm-
JaciaHa ae Habip BIAaCHMX 3HA4YCHb A, Ta BIAIOBIIHUX

BJIACHUX BEKTOPIB, 5Ki KOAYIOTh CTPYKTYpY rpada, Harpu-
KJIaJ BimoOpaXkaroTh 3B’S3HICTH Tpada, HASIBHICTh «BY3b-
KHX Micub» y Horo cTpykrypi. Tomy crektp Jlamnaciana
MOYKHa BUKOPUCTATH JUIsi BUSBICHHS CTPYKTYPHHX 3MiH
Mik rpadamu G, ; ta G, . 3MiHN y po3moili BIACHHX 3Ha-

YeHb CBiAYATh MO peopradizaimiro Tormoiorii rpada, Ha-
MPUKIIAA MpO MOSBY HOBUX KJIACTEPiB, 3MiHY 3B’S3HOCTI
IUTA ICHYFOUHX KJIaCTepiB, 3MiHH Y CTPYKTYPi.

Eranm 4. Pospaxynok nuBeprenmii Kympbaka —
Jleiionepa KL(P || Q) Mix crieKTpanbHOO IIIIBHICTIO MO-

touyHoro rpada G, Ta momepenHsoro rpada G, ;.

CriekTpaibHa MIUTBHICTE iHBapiaHTHA MIOAO TepecTa-
HOBKH BepIIHNH rpada, ToOTO HE 3aJIeXKUTH BiJl CII0co0y Hy-
Mepatii BepurH. ToMy faHa XapakTepHCTHKa MOXe OyTH
BUKOpHCTaHa JJisl opiBHAHHSA rpadiB G, Ta G, ; 06e3 Bu-

3HAYCHHS BIATIOBIAHOCTI MK iX BepmmHamu. Po3momin
CHEKTPATBbHOI MIITFHOCTI MiCTUTPH 1H(OPMAIIIFO TIPO CTPYK-
TYpHI BIaCTHUBOCTI Tpada — BUCOKY 3B’SI3HICTh, KIACTCPHY
CTPYKTYPY TOIIO. 3MillleHHS a00 MOsBa HOBUX IiKiB IIiTb-
HOCTI CBim4aTh npo TpaHchopMmalito CTpyKTypu Tpada.
3uauyenns auBeprexiii Kynpbaka — Jleibnepa nae MOxIu-
BICTh HOPIBHATH TIOTOYHHMH Ta OYIKYBaHUH PO3MOJILI CIIEK-
TpanbHOi ibHOCTI. CyTTEBI BIAMIHHOCTI M)XK MOTOYHOIO
Ta 0YiKYBaHOIO IIUILHOCTSIMH CBiJl4aTh MPO CYTTEBI 3MiHU
B CTpyKTypi rpada. Y Bumamky cTabinbHOI CTPYKTypH
rpada aueprenuis Kynsbaka — Jlelibnepa € HyI60BOIO.

Eran 5. YTouHenHs iHTepBaity yacy aisi pOpMyBaHHS
rpady TemropainbHOI rpagoBoi HEHPOHHOI MEpexi.

Y BUNaAKy 3MEHIICHHS HIBHAKOCTI peiaryBaHHs
GV, Ta 3MeHIIEHHS OUBEepreHmnii inTepBan At,,; 36inpury-

€ThCS y JIBA pa3y 32 YMOBH HE IEPEBHUIICHHI MAKCHMAaIIb-
HOT'O MO>KJIMBOI IIPOTSDKHOCTI iHTEpBay At

AtI+l =min (2 |tl+l _tl |’ Atmax ) (4)

Sxmo 30UIbIIyeThCS HIBHAKICTH peparyBaHHS abo
30UIBIIY€ETHCS AUBEPIeHIIisl, TO BiIOYBA€THCS 3MEHIICHHS
iHTepBaJy B 2 pa3u 3a yMOBH, IO 1€ HE JOCSATHYTO MiHi-
MaJbHE 3HaYCHHS JOBXHUHU iHTepBamy Af ;. :

Aty =min(0,5[t,, —t], At ). (5)

Hampuxan, B chepi enekTpoHHOT KOMEPITii JeTaiza-
i 1HTEpBaJiB Ja€ MOXKIHMBICTH BimoOpa)kaTH NeTalbHI
3MiHH B CTPYKTYpi rpada mpu nmpoBeIeHHI PeKIaAMHIX aK-
i, g 9ac CBAT, MPOJaXiB HOBUX KaTETOpPii ToBapiB.

Peanizanis meroga popmyBaHHs rpadgoBUX CTPY-
KTYP 3 aJaNTHBHOIO JeTalizaliero.

PosrisHemo npukian peanizamii MeToaa Uit CHCTEMHU
eJIeKTpOHHOT KoMmeplii. dparMeHT BXiTHMX JaHUX HaBe-
JieHo B Taour. 1.

Tabmui 1 — @parMeHT BXiTHUX JaHUX

TpaHI:EZlKHﬁ [Hara ToBapu (cyTHOCTI)
T1 15.03 HoyT6yk, Muwa, Knasiatypa
T2 16.03 HoyT6yk, SSD-auck
T3 17.03 Muwa, Knnmmok ans muLi
T4 18.03 Hoyt0yk, Muwa, SSD-auck, RAM
T5 19.03 Knasiatypa, Kunumok ans mui
T6 20.03 | Hoytbyk, RAM

I Tabuuis MiCTUTh Takuii HaOip cyTHoOcTe#l (Bep-
mmH rpada): {Hoytéyk, Muwa, Knasiatypa, SSD-guck, RAM,
Kunumok anst Muwwi}. AHasti3 TpaH3akiiii moka3ye, mo CyTHOCTI
Hoytbyk Ta Muwa 3’SBISIFOTBCS. pa3oM y JBOX TPaH3aKIIAX
(T1, T4). Tomy 3a yMOB OAWHHUYHOTO IOPOTOBOTO 3HA-
4yeHHA Tpad BKimrodae 10 gyr:

(Hoytbyk, Muwa),

(Hoytbyk, Knagiatypa),

(Hoytbyk, SSD), (Hoytbyk, RAM),
(Muwa, Knasiatypa), (Muwa, SSD),
(Muwa, RAM), (Mywa, Kunumok ),
(Knasiatypa, Kunumok ), (SSD, RAM).

(6)

Pesynbryrounii rpad mae 6 Bepuius ta 10 gyr.
3aranbHa KUIbKICTh CHIUIBHUX MOSIB CYTHOCTEH CTaHO-
BUTH 14. Barosi koedili€eHTH MarOTh HACTYIIHI 3HAYEHHSL:

i - 20 143, W - 2 0143,

vleyT(aEiaTypa,KmanOK — i — 01 071
14
I'pad 3a MuHYIMH TYOKIEHH Ma€ HACTYIIHI BEPIINHU:
_ |Hoyt6yk, Muwa, Knasiatypa, R
"~ |SSD, RAM. '

Hyru rpaga E, ; marors Burisi:

{(Hoytbyk, Muwa),

(Hoyt6yk, SSD),(Hoytbyk, RAM), . (8)
(Muwa, Knagiatypa),(SSD, RAM).

E.=

BignosinHo, s nepexony Bix rpada G, ; 1o rpada
G, HeoOXximHO noxatu BepuuHy Kunumok Ta 5 ayr:

(Hoyt6yk, Knasiatypa), (Muwa, SSD), (Muwa, RAM),

(Mywa, Kunnmok ), (KnasiaTypa, Kunimok ),

Bicnux Hayionanvrnozo mexuiunoeo yHisepcumemy «XI1ly. Cepia: Cucmemnuii
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to6to GE,(G,,G,,) =6.
Ocximskn max(\V,|, |V, ,[) =6, 1o Ge3 ypaxysamus
rpapa GV, =1.

3anpornoHOBaHUH METO/ Ja€ MOKIIMBICTh BPaxyBaTH Bary
IyT Ta BepIIUH Ipu po3paxyHky GE, .3 ypaxyBaHHsM Bar

BapTOCTI  Omepamiii  pemaryBaHHA

BEpUIMH Ta JYT Ul CHCTEMH EJIEKTPOHHOI KOMepuii
GE, (G,,G, ,)=3,6, GV, =0,6.

PesynpraTamu etamy 3 € BiacHi 3HaueHHA 1 G, !
A, =0 (3B’s3Hmit rpad), 4, =0,39 (cTyminp 3B’s3HOCTI),
A, =127,2,=185. Ina rpady G, , Ha nomeperHboMy
iHTepBam orpmMaHo Taki 3HaueHHA: 4, =0, 4, =0,52,
A,=115,1, =1,83.

3MEHIIICHHS ﬂ,z O3Haua€ 3MCHIIEHHS 3B’ S3HOCTI

rpady, 3a3BUYail BHACIIIOK MOSBH HOBHX TPYH TOBapiB, a
3poCTaHHA A, — 301IBIIEHHS KJIAacTepiB TOBaPIB.

3a pesymeraramu erany 4 KL(P || Q) cranoButh

0,45, 110 CBITYMTH NPO 3HAYHHUN CTPYKTYpHHUIA Apeid i He-
00XI1THICTh 3MEHIIIUTH IHTEPBAJ Yacy 3rigHo (5).

BucHoBkH.

BukoHaHO CTpYyKTypHU3aliio MiX0/IB 0 PiBHS JeTa-
mizanii gacy npu GopMmyBaHHI TpadiB TEMIIOpAIFHUX T'pa-
¢doBux HelpoHHUX Mepex. OOIpyHTOBaHO BUKOPHUCTaHHS
aIalITHBHOTO MMiIXOTy HAa OCHOBI aHANI3Y IIBUAKOCTI pena-
ryBaHHA rpadiB Ta CIIEKTpaTbHE BOYIOBYBaHHS.

3anpornoHOBaHO METOJ BHOOPY IHTEpBAy 4Yacy s
moOymoBu rpadiB rpadoBHX HEHPOHHUX Mepex. Meton
MICTHTh €Tanu MO4aTKoBOro ¢opmyBaHHs rpadis 3 6a30-
BOIO JIeTallizali€to, OOYKMCICHHs IIBUIKOCTI pearyBaHHs
rpadga MK MOCHIZOBHMMH Yy 4aci rpadamu, BHSBIEHHS
CTPYKTYPHOTO Apeiidy uepe3 crekTpajibHe BOYIOBYBaHHS
Ta aBTOMATHYHOI ajanTaiii iHTepBajly 4acy B 3aJIe)KHOCTI
BiJl IBUAKOCTI 3MiH CTPYKTYpH rpady.

Y npakTHYHOMY acleKTi po3poOIeHUI METOA JTa€ MO-
JKIIUBICTh 3HU3UTH OOYHCITIOBANBFHI BHUTpaTH Ha (opMmy-
BaHHS TpadiB B rpadoBUX HEHPOHHUX MeEpekaxX MUITXOM
aJanTUBHOI AeTtainizamii yacy, 3abe3nedyroun po3IIUpeH-
HIO IHTEpBaiB Yacy Ui o0y 1oBu rpady B Iepio i HeCyT-
TEBUX 3MiH Y BXiJTHUX JaHUX.
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METHOD FOR ADAPTIVE SELECTION OF TIME INTERVALS FOR CONSTRUCTING GRAPHS OF
TEMPORAL GRAPH NEURAL NETWORKS

The subject of research is the process of forming graph structures for temporal graph neural networks with adaptive selection of time interval granularity
level. The aim of the work is to develop an approach to forming graph structures with adaptive granularity for temporal graph neural networks. Research
tasks include: structuring approaches to selecting the granularity level of time intervals when forming graphs of temporal graph neural networks
considering changes in the structure of these graphs; developing a method for adaptive selection of time intervals based on graph editing metrics and
spectral analysis of graph structure. The developed method includes five stages: graph formation based on co-occurrence frequency of entities; calculation
of editing rate between sequential graphs; spectral embedding of graphs through normalized symmetric Laplacian; computation of Kullback — Leibler
divergence between spectral densities to detect structural drift; adaptive adjustment of time interval duration considering editing rate criteria and
divergence magnitude. The method combines local graph editing metric and global metrics of spectral density, Kullback — Leibler divergence to detect
not only the quantity of changes in the graph but also their impact on graph topology. This allows distinguishing noise from significant structural changes
in the graph. The method provides automated selection of time granularity without using expert knowledge about threshold values for graph structure
changes; reduction of computational costs for graph formation during periods of structure stability; specified accuracy of temporal dependency detection
during periods of sharp graph structure changes. The practical significance of the obtained results lies in the possibility of representation and further
analysis of dynamic processes in intelligent systems that operationally adapt to changes in relationship structure, for tasks of building explanations,
recommendations, monitoring, analysis and forecasting in e-commerce systems, social networks, financial analysis, transportation monitoring.
Keywords: temporal graphs, adaptive time granularity, spectral analysis, structural drift, dynamic graphs, graph neural networks, edit metric,

Laplacian eigenvalues, temporal dependencies.
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METO/I BUSIBJIEHHSI KOPOTKOYACHUX HIUJITHI-ATAK Y CUCTEMAX EJIEKTPOHHOI
KOMEPIIII HA OCHOBI AJAIITUBHOI JETAJIIBAIIIT SBHUX TA HESABHUX BIIT'YKIB
KOPUCTYBAUIB

ITpenqmeToM IOCTiPKEHHS € IpoLec BUSABICHHS KOPOTKOYACHUX LIMJIIHT-aTaK y CHCTEMaX eIeKTPOHHOI KOMepLil Ha OCHOBI aHali3y TeMIIOPaIbHUX
3aIEKHOCTEH MK SBHHMH Ta HESBHHMH BiATYKaMH KOPHCTyBadiB. Mera poOOTH mojsrac y po3poOli MiAXOAy A0 BHUABICHHS MIMTIHC-aTaK 3
BHUKOPHCTAHHSM TEMIIOPAIbHUX ITPABHUII Ta a[lallTUBHOI ACTANI3aLIi1 SIK IIPOAAXKIB, TAK i PEUTHHTIB y CUCTEMI €IEKTPOHHOT KOMepIii. 3aaadi TOCIIi IKSHHS
BKJIIOYAIOTh: PO3POOKY IiJXO/Y 10 BHSBJICHHS KOPOTKOYACHUX IIIIIIHT-aTaK Ha OCHOBI aIalITUBHOTO TIOPiBHAHHS TEMIIOPATEHHX IIPaBHIT UL IPOJAXKIB
1 peTHHTIB; PO3POOKY METOY BUSIBJICHHS KOPOTKOYACHUX LIMIIIHI-aTaK HA OCHOBI aJAlITUBHOI IeTai3allii IBHUX T4 HESIBHUX BiATYKiB KOPUCTYBAUiB.
SIBHI BIITYKHM KOPHUCTYBAdiB IPEACTaBICHI pEeHTHHraMy, a HEsBHI BiITYKH (iKCYIOTBCS depe3 Ipopaxi ToBapiB. Po3pobmeHuii MeTon BKIIOYAE Taki
€TaI!: MONEePEeHIO arperarliio JaHuX 100 MPOJAXKiB; aHaNi3 BapiaOeIbHOCTI IPOAAXIB i peHTHHTIB Yepe3 BiTHOMEHHS CTAHAAPTHOTO BIAXWICHHS 0
CepeaHbOr0 3HAYCHHS; BUSABICHHS IHTEPBAIB 3 HOTEHI[IHOIO MOXJIUBICTIO aTaki; popMyBaHHs: HA00pY (aKTIB 3 pi3HUM PiBHEM JeTari3alil; mo0yIoBy
TEMIOpaIbHUX NPABUI ABOX THUIIIB JUL IPOAAXKIB Ta PEHTHHIIB; BUSBJICHHS IHTEpBaJiB MIMIIHT-aTaK Ha OCHOBI NOPIBHSHHS 3HAKIB Bar MPaBHII UL
MIPOJAXIB 1 pEHTHHTIB; BUSBICHHS KOPHCTYBadiB-aBTOPIB aTaK Ha OCHOBI aHaJIi3y aKTUBHOCTI KOPUCTYBAYiB 3a BUSBICHUMH iHTEpBAJIaMH IIMIIIHT-aTaK.
Merton 3abe3nedye aBTOMATH30BaHWII BUOIp AeTamizauii 4acy 1Uisi BH3HA4YeHHS (akTiB MpoAaxiB Ta (HOpMyBaHHS PEHTHHTIB i, Ha Wil OCHOBI,
ITiIBUIIIEHHS TOYHOCTI BHSBJICHHS KOPOTKOYACHHX aTaK IIOPIBHIHO 3 (hiKCOBAHOIO JIeTalli3alli€ro, a TAKOXK MOXKIUBICTh BHSBJICHHS aTaK Y PeKHUMI near-
online. IlpakTiyHa 3HAYyNIiCTH OTPHMAHUX PE3YJBTATIB IOJATAE Y MOXJIMBOCTI BUSIBIEHHS KOPOTKOYACHUX CIIOTBOPEHb PEHTHHIIB y CHCTEMax
€IIEKTPOHHOI KOMEPIIii, COIAIBHIX MEPEeKax 1 PeKOMEHIALIHHUX CHCTEMAaX Ul MiIBHIIEHHS IOBIPH KOPHCTYBaYiB 0 PEKOMEHIOBAaHHX TOBAapIiB Ta

TIOCITYT.

Koro4oBi ci10Ba: mminiHr-aTaky, CHCTEMH €JIEKTPOHHOI KOMEPIIii, TeMITopaibHi NpaBuia, aJaNTHBHA JeTalli3alis, BapiabenbHIiCTh MPOJaKiB,

BUSIBJICHHS aTaK, PEKOMEHIALIHI CUCTEMHU, BUKU/IH.

Beryn. 1lniHr-ataki BUKOPUCTOBYIOTH CIIOTBOPEHI
PEeUTHHIH NPOIYKLIi BiZ MiAPOOIEHNX MPOdITIiB KOPHUCTY-
BayiB CHCTEM EJICKTPOHHOI KOMepIii ISl 3JI0BMHCHOTO
MiABUICHHS a00 3HIDKCHHS IMOMYJSIPHOCTI ITTHOBHX
TOBapiB. PelTHHTH MpoAyKIIii Bl KOPUCTYBa4iB BUKOPHC-
TOBYIOTECS JUIA MOOYAOBH pekoMmeHpaariif. CroTBOpEeHHS
peKOMEeHAAIi i BHACTIIOK IIMITIHT-aTaK IIPUBOJUTE 0 Bij-
MOBH KOPHCTYBauiB /0 3allpOIIOHOBAHUX TOBapiB. Tomy
BUSIBJICHHSI IIMJIIHI-aTaK € aKTyalbHOIO 3aJauero, BUpi-
LIEHHS SIKOT 3a0e31euye Mi/IBUILEHHS J0BIPU KOPHCTYBayiB
JI0 pEeKOMEHI0BaHHX ToBapiB Ta mocyr [1], [2].

[[umiHr-aTaky 9acTo MatOTh HEPUTMIYHUI XapakTep,
KOJIM aTaKkylodi mpodii KOpUCTyBadiB CHCTEMH €JIEKTPOH-
HOi KoMep1ii 311HCHIOIOTh KOOPJMHOBAHI Aii IPOTSTroM KO-
POTKOTO IHTEpBaJY Yacy, HalPUKJIa AeKUIbKOX roauH. [1i-
cIIs aTaky Mpodisli KOPUCTYBaYiB 3a3BUYai BUIAISIFOTHCSL.
Taka TakTHKa MiHIMI3y€ PU3HMK BUSBICHHS TPaAULIHHUMHU
METO/IaMH, OCKLIBKH HOBI IPO(iiTi HE BCTUTAIOTh BUKOHATH
CYTTEBY KiJIbKICTh TPaH3aKIiH JuIsl oanbIIol kiacugika-
uii ataxu [3]. SIKII0 py BUSABJICHHI MIMJIIHT-aTaK BUKOPH-
CTOBY€ETHCS (DiKCOBaHA IeTaIi3allisl MPOAaXiB Ta PEHTHHTIB
Ha OCHOBI ()iKCOBaHMX JIOBTHX IHTEPBaJIB Yacy, TO KOPOT-
KOTpUBaNi BUKHAM BHACIIMOK [iff aTaKylOUMX MOXYTh

OyTH 3amackoBaHi y MacHBi 3BHYallHUX OIepalii y cuc-
TeMi eJIeKTPOHHOI KOMEpIIii, [0 MPUBOJUTH 0 3HUKCHHS
TOYHOCTI BHUSIBJIIEHHS aTak. 3 iHIIOrO OOKY, IPH BUKOPHC-
TaHHI MOCTIHHUX KOPOTKUX IHTEpBAJiB 4Yacy IJisl BHSB-
JICHHS aTaK CYTTEBO 30UIBIIYIOTHCS OOYHCIIOBATBHI BH-
TpaTH. TakuM YMHOM, aKTYaJILHOIO € IPOOJIeMa BUSBICHHS
IIMTIHT-aTaK 3 BUKOPHCTAHHSIM aJalTHBHOI jAeTaiizamii
MIPOJaXiB Ta PEHTHHTIB Y CHCTEMI €JIeKTPOHHOI KOMEpIIi.

AHaJIi3 0CTaHHIX q0CaiIzKeHb | myOaikamiii.

Cy4acHi MeTO/M BHSIBJICHHS INWIIIHr-aTtak kiacudgi-
KYIOTBCSI 32 TUTIOM HaBYaHHS Ta 0COOJIMBOCTSIMU BUKOPHC-
TaHHs apameTpy 4acy. MeTo i1 HaBYaHHs 3 YUUTEJIEeM BU-
KOPHUCTOBYIOTh PO3MideHI HAOOPH JaHWX JIJIS BUSIBICHHS
curHatyp atakyrounx npodinis [4], [5]. Onnak nanwmii min-
XiJ moTpedye BUKOPUCTAHHS 30aJaHCOBAaHUX HAaBYAJIBHUX
BuOipok. [lepeBaroto MeToziB HaBYaHHs O€3 BUNTENS € 10-
CSITHEHHSI JOCTaTHHO BHUCOKOI TOYHOCTI BUSIBJICHHS aTak.
OjiHaK YyTIMBICTH TAKOTO MiJIXOJy € HU3BbKOIO BHACIHIZIOK
y3araJbHEeHHsI KOPOTKOYaCHUX 3MiH y ITOBEIIHI KOPHUCTY-
BauiB [6], [7]. Bukopucrauus rpadis it BHSBICHHS TPY-
MOBUX UIWIIHT-aTaK y COWIaJbHUX PEKOMEHIAIiHHNX
cucTteMax 3ampornoHoBaHo B [8]. OmgHaK 3amponoOHOBAaHUI
METO]T Ma€ BUCOKY O0YHCIIOBAIBHY CKIIQIHICTD, III0 O0OMe-
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JKy€ BUKOPHCTaHHS TpadiB A BUABICHHS aTak. Y po0o-
tax [9], [10] 3ampomoHOBaHO METOM BUSBICHHS IMIIIHT-
aTaK Ha OCHOBI BUKOPHCTAHHS 3BaKEHHX TEMITOPAIbHUX
MIpaBUJI Ta aHAJII3y YAaCOBUX PSAMIB i3 peHTHHTIB TOBapiB Ta
nociyr. OfHaK Ii METOIU BHUKOPHCTOBYIOTH (PiKCOBaHi
IHTEpBaJM 4Yacy 1 TOMY HE OpIEHTOBaHi Ha BUSBIICHHS
KOPOTKOYAaCHHUX IIMITIiHT-aTak. [IporHo3Hui Ta peKoHCT-
PYKTHBHUH MiAXOAM AAIOTh MOXIIMBICTH BUSBUTH KOHIIETI-
TyabHUI Jpeiid B pexkoMeHIamiiHUX CcUCTEMax, IO
CTBOPIOE YMOBM JJIsl BUSIBJIICHHS INMJIIHT-aTak, OJHAK
MoTpeOyIOTh MONePEIHIX JAaHUX 32 BEIUKHUH Mepion Jacy,
o oOMeXye MBHIKE BUABIEHHS atak [11]. V [12] 3ampo-
MIOHOBAHO BUSBJICHHS aTakK 3 BUKOPUCTAHHIM AWHAMITHUX
iHTEepBaJIiB, MPOTE METOJ MOTpeOye ampiopHOTO 3HAHHSI
PO THITOBY TPHUBAIICTh aTak.

TakuMm 9MHOM, iICHYIOYi METOAW BUSBIICHHS IIHJIIHT-
aTaKk Opi€HTOBaHI NepeBaXHO Ha (DiKCOBaHY AeTalli3alliio
JAHUX CHCTEM E€JICKTPOHHOI KOMEPIIil, 10 CYTTEBO YTPY-
HIOE BUSIBJICHHS [IBUAKHX aTakK 1 CBIYHUTH PO BAXKJIUBICTh
BUKOPUCTAHHS aJalTHUBHOI JAeTamizamii 4yacy IJjisi BHUpI-
LICHHS 1i€T 3a1aui.

Merta Ta 3aaa4i A0CTiIKEHH.

MeToro po6oTu € po3poOKa MiAXOLy 0 BUSBICHHS
IIATIHT-aTaK 3 BUKOPUCTAHHIM TEMIIOPAIBHHUX TPaBHI Ta
aJarTUBHOI JeTai3allil SIK MpoaKiB, TaK i pEUTHHTIB B CH-
CTeMi eJIeKTPOHHOI KOMEePIIii.

Bupinrenns 1iei 3amaqi cTBOPIOE€ YMOBH AJIS ITiABH-
LIEHHS TOYHOCTI BUSIBIICHHS! KOPOTKOYACHUX IIMJIIHI-aTaK.

Jlnist mOCsATHEHHST 1aHOi METH BHUPIIIYIOTHCS Taki 3a-
Jladi TOCTIKSHHS: pOo3pO0Ka ITiX01y 10 BUSBICHHS KOPO-
TKOYACHUX IIWJIIHM-aTaKk Ha OCHOBI aJanTHBHOTO TOPiB-
HSIHHSL TEMIIOpPAIbHUX MpaBHJI; PO3pOOKa METOAY BHSB-
JICHHS] KOPOTKOYACHHX IIMJIIHI-aTaK B CUCTEMaX EJIEKTPOH-
HO1 KOMEpIIil Ha OCHOBI aJaNTUBHOI JeTai3amii SBHUX Ta
HESIBHUX BIATYKIB KOPHCTYBayiB.

Iinxixn 10 BUSIBJEHHSI KOPOTKOYACHUX LIMJIiHI-
aTak Ha OCHOBI aJaNTHBHOT O NOPiBHAHHS
TeMNoOpaJbHUX MPaBHUJIL.

Po3pobnennii miaxix g0 BUSABICHHS MIMITIHT-aTaK Ha
OCHOBI ITOPIBHSIHHS TEMIIOPAJIBHUX MPABUJI BUKOPHCTOBYE
PI3HHMIIIO Y 3MiHI BII0JJOOaHb KOPUCTYBaYiB 332 OCHOBI HOPi-
BHSIHHS SIK SIBHUX BIATYKIB, TaK 1 HESIBHUX BIIKIHUKIB BiJl
KOpHUCTYyBauiB. SIBHI BiIT'yKH 33/1al0ThCS Ye€PE3 BUCTABJICH-
HsI pedTHHTIB. HesBHI BiTKIIMKHU 3a4aI0ThCS Yepe3 MpoJaxi
TOBapiB B CHCTEMI eJIeKTpOHHOI Komepuii. OcTaHHi moTpe-
OyroTh (hiHAHCOBUX BHUTpAT 1 TOMY Kpallle BiI0OpaxaroTb
CHpaBKHI HaMipH KOpHCTyBauiB. Po3pobnenuii miaxin Bu-
KOPHCTOBY€E TEMIIOpajbHI NpaBuia Ui (HakTiB MPOAaxKiB
Ta BHCTaBieHHs pedtuHriB. L{i ¢akti ¢dopmyrorecst Ha
BU3HAYCHUX IHTEpBajlax 4Yacy, sKi, B 3aJeXHOCTI BiA
LiJTHOBOI JeTali3aiii, MOXXYTh CTAaHOBUTH TOJWHY, JECHb,
THXKACHB, MicAllb, pik. KoxkeH (akT nmpojaxiB BigoOpakae
CyMapHHH TPOJIaX ITHOBOTO TOBapY (HOPMOBAHY Killb-
KicTe ab0 cymMy TIpojaaxiB) Ha BHU3HAUYEHOMY iHTEpBai
gacy. Koxen ¢akt BucTaBIeHHS PEHTHHTIB BimoOpaxae
cepenHii HOPMOBAHMI PEHTHHI IILOBOTO TOBapy Ha
aHAJOTIYHOMY IHTEpBAJ Yacy.

J11st KO>KHOT TTapy iHTepBalliB yacy BU3HAYAIOThCS Te-
mnopaneHi npasuia tuni Next ta Future. ITepme npasuito
BCTAHOBJIIOE MTOPSIOK B Yaci AJIst ABOX IOCIIIOBHUX 1HTEp-
BaJiB, a Jpyre — JUisi IBOX IOBUIBHHX IHTEPBAJIIB, MiXK

SIKHMU € iHII iHTepBanu. JJis mpaBuil po3paxoBYIOTHCS
Barw, sIK BU3HAYAIOTh 3MiHU B ITPOAAYKaX TOBAPiB a00 3MiHI
B peHTHHrax Iy Mapy iHTEpBalliB, Ha SKUX BU3HAYCHO Te-
MIopansHe npaBuio. ToOTo Baru BimoOpakaroTh 3MiHH iH-
Tepecy KOPUCTYBAUiB y acHeKTi MPOJaxiB Ta PEUTHHIIB!
MO3UTHBHI Bard CBiguaTb Mpo 30UIBIIEHHS MpoJa-
JKIB/TIIBUIIICHHST PCHTUHTIB, a HEraTUBHI — PO 3MCH-
IIEHHS IPOAAXiB/3HWKEHHS pelTrHriB. ToMy HeBiANOBIA-
HICTh 3HAKiB Bar Uil TEMIIOPAJIBbHUX MPABUI MPOJAXKIB i
MPaBUJI, 10 CPOPMOBAHI JJIs OJHIET 1 Ti€T XK Mapu iHTEpBa-
JIiB, € 03HAKOIO MOXIIMBOT mIitiHT-aTaku. OHaK ikcoBaHi
TPHUBAJI iHTEPBAIM MOXYTh yCEPETHHTH KOPOTKI aTakw,
HaIpHUKIA] B MeXax 2-4 TOAWH.

Jns Toro, mo0 OLIHWTH TaKUH JIOKAJIbHHH BUKH]
BHACJIIZIOK aTakd, B paMKaX pO3pOOJICHOTO MiIXOY BHKO-
PUCTOBYEThCS TTOKA3HUK BapiaOEIbHOCTI MPOJAXKiB, SKHA
BU3HAYAETHCS SIK BIJJHOLLICHHS CTAaHIAPTHOTO BiIXWIICHHS
JI0 CepeHbOT0 3HAUEHHS IOKYMOK/PEUTHHIIB Ha BH3HA-
YEHOMY iHTEepBaJIi.

Takuii HOKa3HUK PO3PaXOBYETHCS ISl MITIHTEPBAIIB
OCHOBHOTO iHTepBaty 4acy. [limiHTepBaIu BUIUISIOTHCS 3a
HACTYITHOIO MEHIIOK OJMHHUIICI0 BHMIPIOBAaHHSA dYacy.
ToOTo SKIIO CTaHAAPTHUH WITHOBHH IHTEPBAJI CTAHOBHUTH
onHy 100y, TO TOZI MigiHTepBaJl CTAHOBUTHME OJHY TO/IU-
Hy. BiAmoBigHO, TEpeBUIICHHS MOKAa3HUKOM BapiaOelrs-
HOCTI TPOJaXiB IOPOrOBOTO 3HAYEHHS CBIOYUTH IIPO
HasBHICTh BUKUIB y IPOJAXKax, [0 MOTPeOye BUILICHHI
HiIHTEePBaJiB Yacy Ta po3paxyHKy TEMIOpPaIbHUX MTPaBUII
Ha [UX MiJiHTepBaax.

3aranbpHa MOCHIZOBHICTH KPOKIB 3aIPONOHOBAHOIO
MiAXO0My BKJIIOYAE, MO TEpIle, PO3paxyHOK (akTiB mpoma-
KIB Ta PEHTHHTIB Ha anpiopHO BU3HAYECHUX CTAHIAPTHUX
iHTepBaiax 4acy. [lo-gpyre, At KOKHOTO iHTepBally BH-
3HAYAIOTHCSl CYOIHTEpBalM 1 PO3PaXOBYEThCS ITOKA3HUK
BapiabenpHOCTI Tponaxis/pedTurriB. [lo-tpere, dopmy-
€Thcs HaOlp IHTEPBAJIB Yacy s OOy JOBH TEMIIOPATBHIX
MPaBUJI B 3aJICKHOCTI BiJI 3HAYCHP MOKAa3HHUKA Bapialelb-
HOCTi. Y BHUIAJKy, SKIIO MOKA3HUK BapiabeIbHOCTI mepe-
BUII[y€ OPOTOBE 3HAYEHHS, TO BUKOPUCTOBYIOTHCS TIi/IiH-
TepBaiu. B iHIIOMYy Bunanaky — 0a30Bi iHTepBanu yacy.
YuerBepre, GOPMYIOThCS 3BaXKEHI TEMIIOPAJIbHI TpaBHia
Ta BU3HAYAIOTHCSI MOXKJIMBI IHTEPBAIM LIMJIIHI-aTaK i mo-
TEHIIHHI KOPUCTYBayi — aBTOPH aTak.

MeToa BUSIBJIEHHS] KOPOTKOYACHUX INMJIIHI-aTaK
B CHCTeMax eJeKTPOHHOI KoMepuii Ha OCHOBI
aJanTUBHOI JeTaJji3alii ABHUX Ta HeSIBHUX BIiAryKiB
KOPHCTYBayiB.

Po3pobiiennii MeTo]; BUKOPUCTOBYE aHalli3 Bapiade-
JIBHOCTI POJJaKiB Ta pEHTHHT'IB 1 OAANIBIINI PO3PaXyHOK
HEOOXIJTHOTO PiBHS JeTai3allil yacy Uit BUSBJICHHS KOPO-
TKOYACHUX IIHJIIHI-aTaK.

MeTo1 BAKOPUCTOBYE BXiJHI JaHi M0/I0 IPOJAXKIB B
CHCTEMI eJIeKTPOHHOI KoMepii: )kypHas cuctemu L , axuit
BKITIOYa€ MHOXHMHY 3allMCiB TPO MPOIaXi; KOXKEH 3aIrmnc
MICTUTh MITKH 4acy, IO Ja€ MOKJIMBICTh BiIOUpaTH AaHi
JUTA 331aHUX TEMIOPAIBHUX 1HTEPBAJIB; KypHATI PEHTHH-
riB Q, 0 BKJIIOYA€ BUCTABIIEHI KOPUCTYBaYaMHt CUCTEMH

pPEHTHHIM TPOAYKLii; HiNbOBUHA 00’ekT Z (Hampukian,
NEeBHUI TOBap abo Iociyra), AJsl SIKOTO BHKOHYETHCS

aHaji3 Moo muwiiHr-arak; Habip U = {u } KOPHCTYBaYiB

i
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CHCTEMH €JICKTPOHHOT KOMEPILii; JaHui Habip MiCTHUTh JaHi
MTOTEHIITHAX aTaKyIOUYNX; IOYaTKOBUH (THIIOBHUIT IS CHIC-
TEMH eNIEKTPOHHOI KOMEpIIil, HallpHUKJIaa, JCHb a00 TIK-
JieHb) PiBeHb JeTanizanii vacy 1, ; MiHIMaTbHUI piBeHb
neranizamii gacy 1, At aHami3y aTak (HampwKiaz, Toau-
Ha); TIepioJ aHaNi3y MIMTIHT-aTaK T .

Po3pobnennii MeTox BUSBIEHHS KOPOTKOYACHUX IIIH-
JIHT-aTaK BKJIIOYA€ HACTYIIHI €TaIH.

Eran 1. [Tonepenns arperarist JaHUX 11010 IPOJaXKiB
B MEXax IMOYaTKOBOTO PiBHA AeTamizamii acy t,;, .

IIpu BuKOHaHHI maHOTO eTamy (GOPMYIOTECS (pakTh
MPOAaXiB Ta HaJaHHS PEHTHHTIB TOBapaMm 3 piBHEM JeTa-
mizanii t;, .

Jdns xoxHOro |1 — iHTepBamy t; OGUHCIIOIOTECS

arperosani (akTu MpojaxiB S, K CyMa KiIbKOCTI MOKYy-

HOK Z —TOBapy Ta peiTHHIIB I’ AK ycepeaHeHUH pelTHHT

Ha IHTEpBaJI.

Pesynbratom eranmy 1 € HaOopm QakrtiB mpomaxis
{sf,sg,...,sf,...,s,z} Ta PEUTHHTIB {I’lz,rzz,...,l’iz,...,l’,z} TSt
nepioay aHamizy T .

Etanm 2. Anani3 BapiaOeabHOCTI MPOJAXiB B paMKax

t; — inTepBais.

J11s1 KOXKHOTO iHTEepBalLy t; BUKOHYETHCS pO30UTTS Ha
K min ot . . [ u
HifinTepBatiB {;, TpHBAICTIO t, = anpuKiaf,

SIKIIIO BUKOHYETBCSI PO30OUTTS Ha TOMWHHI MiJIHTEPBAJIU B
paMKax J060Boro inTepsaiy, To K =24 . 11 KOXKHOIO I1i-
AinTepsany ;, 0OYHCIIOIOTHCS Ta HOPMAIIi3yIOThCSA (PAKTH

IPOJIAXIB S| Ta PeUTHHTIB I, .
Jist oTpuMaHux iHtepBaniB t, Ta daktiB S/, 1 I’
00YHCITIOETECST BapiaOeNBHICTh MPOJAXKIB Yepe3 cTaHmap-

THE BIIXHJICHHS G(Sizk ) Ta CepelHE 3HAYCHHS ,u(SiZk ) :

o(siy)

Sales __
T )e

1)

BapiaGenbHicTh pEeUTHHTIB OOYHUCITIOETHCS aHAJIOTI-
9yHO. |11 YHUKHEHHS JiJIeHHS Ha HYJb BUKOPHUCTOBYETHCS
KOHCTaHTa & :

Ratings __ O-(r'zk)
v, _—ﬂ(n,k)w' )

Ha npaktumi KOHCTaHTa & MOXKE INPHUIMATH 3HA-
genns 0,001-0,01.

Bemuxi 3nauenns V' a6o V,""™ pino6paxarors
KOPOTKOYACHI CIUIECKH aKTHBHOCTI KOPHCTYBadiB B pam-
Kax iHTepBany t;.

Etam 3. BusiBiieHHS iHTEPBAJIB 3 IIOTCHIIIHHOIO MOJK-

TAttac k

TUBICTIO ataku i € JUTST TIOJANBIIOTO aHATi3y 3i

30LIBIICHOO ICTAITI3AIIIEI0 Yacy.

YMOBOIO MTOTEHIIHHOT MOXKIIMBOCTI aTakd Ha iHTep-

Vi Ratings

. Sall
Bani t; € nepesumenns V" Ta MIOPOTOBOTO 3Ha-

YeHHs BapiabenbHOCTi 6 !

Attack
teT

(ViSaIes > H)A(ViRatings > 9) (3)

Ha mpaktuni noporoBe 3HaueHHS MOXKe OyTH BHO-
paHo B inTepBani Bix 0,8 mo 1,2.

Jns iHTepBaIiB 3 MOTEHUIHHOI MOXJIMBICTIO aTak
BHOUPAIOTHCS iIHTEPBAH {; | , UL BCIX iHIIHMX 3aIHITAETHCS

BuUOip iHTepBaniB t;. Takuii BUOIp Kae MOXKIMBICTH OOMe-

JKUTH OOYHCITIOBAIEHY CKJIQIHICTD Ta 3a0€3MEUUTH Yy TIIN-
BICTb 10 KOPOTKOYACHUX INWJIIHT-aTaK.

Etan 4. ®opmyBanHs Habopy (axTiB 3 pi3HUM piBHEM
JIeTaji3allil iHTepBaIiB yacy.

Ha manomy erani ¢popmyeThest HOBHUI Habip dakTiB
MPOJaXiB Ta PEHTHHTIB 3 YpaxyBaHHS PI3HOTO PiBHA JeTa-
mi3amii gacy.

Jis iHTepBamiB, U SIKUX BHKOHYEThCS ymoBa (3),

BHKOPUCTOBYIOThCS (akTH S, Ta I, . JImsi Beix iHmmX iH-
TEpBANiB BUKOPUCTOBYIOThCS (DAKTH MPOJAKIB S’ Ta peid-

: z
TUHTIB [ .

Pesynbryrounit Habip GaxTiB MpogaxKy Mae BUTIISL:

st = {{siz,k

t e TAttack} , {Siz

t ¢ TAtack }} . (4)

AHAIIOTIYHO, aTaNTHBHUN HaOip (aKTiB BHCTaBICHHS
PEUTHHTIIB Ma€ BUIJISIA:

RA — {{ri,zk

ti < TAttack} , {rlz

LeT ()

Etan 5. IloGynoBa TeMmopanbHUX NMPaBHI 3 ypaxy-
BaHHIM 3MIHHO{ JieTaji3alii iHTepBaiiB 4acy.

TemmopaneHi npaBmia tumiB Next ta Future ¢popmy-
IOTBCS JUTS TIOCIHIJOBHUX IHTEPBAiB Yacy Ta iHTEpBAliB,
MIDX SKAMH € 1HIIII iHTepBaJi 3a 3aIPOITIOHOBAaHUM B POOOTI
[9] meTonom. TobTO TeMmoOpalibHi paBHiIa BiloOPaxatoTh
301TBIICHHS/3MEHIICHHS MTPOIaXiB Ta pEHTHHTIB MiX 1HTe-
pBaJIaMH Yacy: ISl ap MOCTiOBHUX IHTEPBAJIIB y BUIIA-
nKy mpaBuia Next Ta Ui map iHTepBalsliB, MK SKUMH s
iHIII IHTEpBaJIM y BUNIAKy IpaBuia Future.

Baru npx npaBui 009HCITIOIOTHCS SIK HOPMOBaHi pi3-
HUI Y TIpoAaxax/pedTHHrax MiX iHTepBaJlaMH Hacy, siKi
Terep MaroTh 3MiHHY JeTaJi3alliio 1 TOMy BPaxoBYIOTh KO-
POTKOYACHI CIUIECKH MPOAaXiB/pedTHHTIB. BiamosimHo,

IUIA TEMITOPAIBLHUX IPABHIL, 0 Oyiu c)OpPMOBaHi st KO-
HKHOT 13 MHOKHH S % Ta RA% oGuucioroThes ocigo-
sHocti Bar W ta W/ | Baru npasui Bino6paxaroth
301IbLIEHHS W W e WA

(mo3uTHBHI  Baru

W W eWA™ ) a6o  3MeHIIeHHs (HeraTMBHi Baru
S— S— Adapt . R— R— Adapt . o
W W e WS we T wi e W) iponiaskis Ta pediTi-

HT1B BIAMOBIIHO.

Etam 6. BusiBieHHs iHTepBaiB IMITIHT-aTaK

Ha nanomy erarmi mopiBHIOIOTHCS BaTH TEMIIOPATBHUX
MPaBUJI JUTS PEUTHHTIB Ta IS TIPOJAXIB 3 BIJMOBIIHUX 1H-
TepBanis t; abo t;, . Y Bunaaky HecniBnaaiHHs 3HaKiB Bar

Yana O. B., bimuenxo O. M., Caiikiecvka JI. ®., Kanvnuyvka A. FO. Memoo eusenenns
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inTepBan t; abo 1, MapkyeThbcs sK iHTepBan HMOBipHOI

IIAJTiHT-aTaKH.

Etan 7. BusiBneHHs1 KOpUCTYyBauiB-aBTOPIB aTak.

Ha nanomy etarri Ha OCHOBI IaHMX 13 JKypHaJa I0Ail
32 YaCOBMMH MITKaMH BCTaHOBJIFOEThCS, XTO i3 aBTOPIB BU-
CTaBJISIB PSUTHHIH Ha IHTEepBajax IMIHr-aTak. Pe3ynbra-
TOM €TaIly € IepeiiK MOTCHIIHHNX aTaKyFoYHX.

Po3pobnennit MeTos 1a€ MOKIIMBICTh BUSIBUTH KOPO-
TKOYACHI IIWJIIHT — aTaky 0e3 ampiopHOTO BU3HAYEHHS pi-
BHS JIeTalli3allii yacy, OCKUIbKH alanTallis BAKOHY€ETHCS Ha
OCHOBIi aHaJli3y BapiaOeNbHOCTI B paMKax KOKHOTO iHTEp-
Bany t;. OO4uciroBanbHa CKIAJHICTD METOLY 3alIeXKUTh

Bia KibKOCTI iHTepBaiiB | Ta KinbKkocTi mixinTepsanis K
i ctanoButh O(l -K), mo 3abe3neuye MOKIUBICTH BUSB-

JICHHS aTaK y PeXXHUMi OHJIalH.

ExcnepumeHTanibHa mnepeBipka
MeTOoay.

ExcriepnMeHTanbHa MepeBipka METOLy BUKOHAHA Ha
peansHuX maanx MovieLens 100 K, mo MicTuTh pedTHHTH
(GUIBMIB, 3 eMYJISILIEI0 MIHJIIHT-aTaK.

[TopiBHSHHS BUKOHAHO 3 METOIOM BHUSBJICHHS IIH-
ninr-arak [9] i3 ¢ikcoBanuMm piBHeMm geramizamii 24 ro-
JIUHU. 3aNpOIIOHOBaHMUI METO]] BUKOPHUCTOBYE ITOYaTKOBUH
piBeHb AeTaiizanii 24 roauHH, MiHIMAJILHUI PIBEHb JIeTa-
mizanii 1 roguna. [Toporosuit koedimieHT BapiabenbHOCTI
cTaHoBUTH 1,0. MeTpHUKH SKOCTI BKIFOYAIOTH Precision (To-
ynicTh), Recall (auytnuBicts) Ta Fl-score anst BUsABICHHS
IHTepBaJIiB aTakK.

PesynbraT excrniepuMeHTaNbHOI MEpeBipKA METOIY
HaBeneHo B Ta0I1. 1 Ta Tadi. 2.

po3podieHoro

Ta6nus 1 — BusiBneHHSIM aTak Ha OCHOBI TEMIOPAJIBHUX
MPaBWII 7Sl HE3MIHHUX Ta aaNTHBHUX IHTEPBaiB

Mepa | o | et | P
F1-score 0,79 0,87 +8 %
Recall 0,78 0,89 +11 %
Precision 0,85 0,84 -1%

Tabmuns 2 — BusBieHHS aTak 3 ypaXyBaHHIM
ii TpuBaNIOCTI

. TouHicTh: TouHicTh:
Tpusamnictb . . .
HE3MIHHI aJlalITUBHI Pizauis
aTaKu . .
iHTepBAITH iHTepBAITH
2 TOIVHU 0,63 0,84 +21 %
4 roauHu 0,72 0,84 +12 %

ExcrniepuMeHTanbHi 1aHi TOKa3yIOTh 301IbIICHHS Me-
Tpuku F1-score neTekTyBaHHs Ul palTOBUX aTak AJs po-
3p0O0JIEHOT0 METOAY y TOPIBHSHHI 3 BUKOPUCTAHHIM (iK-
COBaHMX IHTEpPBaJIiB, 1110 CBITYNTH BpaXyBaHHSI KOPOTKOYa-
CHMX CIUIECKIB aKTHBHOCTI KOpuCTyBadiB. Precision 3Hu-
xyeTrbes Ha 1 %. Take 3HMKEHHS MOXe OyTH HACIiJIKOM
BUSIBJICHHSI 3MiH Y aKTUBHOCTI JIETITUMHUX KOPHCTYBadiB
Ha IHTepBaJlax IKOBOTO HaBaHTaXeHHs cuctemu. [lopis-
HSTHHSI TOYHOCTI BHSIBIICHHS KOPOTKUX aTak — 2 Ta 4 TOIUHA
MOKa3aJio TiepeBaru ajganTarlii iHTepBalliB IPH 3MEHIICHHI
KIJIBKOCTI TOAWH aTaKH.

AHaii3 00YMCITIOBAIBHOT CKJIAIHOCTI METONY TOKa-
3aB, IO CepeHiil yac oOpoOku omHOTO TOOOBOTO iHTEp-
BaJly JUIsl 3aIIPOIIOHOBAHOTO METOJIY CTaHOBHTH 1,8 ceky-
Ham Ta 0,9 cexyHnu s 6a30Boro MeTony 3 (ikCOBaHUMHU
iHTepBajamu. Peanizauis BukoHaHa Ha Python 3.9 nHa
koM 'totepi 3 mporecopoM Intel Core 17-9700K. 306imb-
IIEHHS 4acy 0OpOOKH € HaCJiJKOM aHasi3y MiJiHTepBaIiB.
Yac 0OpoKM CBIIUMTH NMPO MOXKIMBICTH POOOTH B near-
online pexuMi y cucTeMax eJIeKTpOHHOT KoMep1ii.

BucHoBkH.

Po3po6nieHo miaxia 10 BUSBICHHS IIMJIIHT-aTak Ha
OCHOBI aIalITHBHOTO MOPIBHSAHHS TEMIIOPAJIbHUX MPaBHIL.
AqanTaris B paMKax MiIX0Jy BUKOHYETHCS Ha OCHOBI IT0-
Ka3HHKa BapiabeIbHOCTI MPONaXKiB/pEHTHHTIB, SIKHH PO3-
pPaxoBYETbCA Uepe3 BiTHOIICHHS CTAaHJAPTHOTO BIIXH-
JICHHS 10 CePeIHHOr0 3HAUYCHHS MOKYMOK/PEHTHHTIB.

3anpornoHOBaHO METOJI BHSBJICHHS KOPOTKOYACHUX
HIMTIHT-aTaK B CUCTEMaXx eJIEKTPOHHOI KOMepIIii Ha OCHOBI
aNanTUBHOI fAeTamizanii SBHUX Ta HEABHUX BiAKIUKIB
KOpHUCTyBauiB. MeToJ MICTUTh eTanu ajanTHBHOTO (op-
MyBaHHsI (DaKTIB HPOJaXKiB/PESHTUHIIB B 3aJI€)KHOCTI Bij
3HAUEHHs [TOKa3HUKa BapiabenbHOCTI, (POPMyBaHHS IIOTEH-
[iHUX iHTEpBaJiB OIMIIIHT-aTaK Ta BHUABICHHSA MOTCHIIIN-
HHUX aTaKylO4YHX KOpHCTyBauiB. MeTOx Ia€ MOKIHMBICTH
BUSIBUTH KOPOTKOYACHE CIIOTBOPEHHS PEHTHHT1B/TIPOIaXKiB
B CHCTeMax eJIEKTPOHHOI KoMeplii B pexxumi near-online.
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DETECTION METHOD FOR SHORT-TERM SHILLING ATTACKS IN E-COMMERCE SYSTEMS USING
ADAPTIVE GRANULARITY OF USER FEEDBACK

The subject of research is the process of detecting short-term shilling attacks in e-commerce systems based on analysis of temporal dependencies between
explicit and implicit user feedback. The aim of the work is to develop an approach to detecting shilling attacks using temporal rules and adaptive
granularity of both sales and ratings in e-commerce systems. Research tasks include: development of an approach to detecting short-term shilling attacks
based on adaptive comparison of temporal rules for sales and ratings; development of a method for detecting short-term shilling attacks based on adaptive
granularity of explicit and implicit user feedback. Explicit user feedback is represented by ratings, while implicit feedback is captured through product
sales. The developed method includes the following stages: preliminary aggregation of sales data; analysis of sales and ratings variability through the
ratio of standard deviation to mean value; identification of intervals with potential attack possibility; formation of a fact set with different granularity
levels; construction of temporal rules of two types for sales and ratings; detection of shilling attack intervals based on comparison of rule weight signs
for sales and ratings; identification of attacking users based on analysis of user activity across detected shilling attack intervals. The method provides
automated selection of time granularity for determining sales facts and forming ratings and thereby improves the accuracy of detecting short-term attacks
compared to fixed granularity, as well as enables attack detection in near-online mode. The practical significance of the obtained results lies in the
possibility of detecting short-term rating distortions in e-commerce systems, social networks, and recommender systems to increase user trust in
recommended products and services.
Keywords: shilling attacks, e-commerce systems, temporal rules, adaptive granularity, sales variability, attack detection, recommender systems,
outliers.
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